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Foreword 

1 HE A C S SYMPOSIUM SERIES was first published in 1974 to provide 
a mechanism for publishing symposia quickly in book form. The pur
pose of the series is to publish timely, comprehensive books devel
oped from A C S sponsored symposia based on current scientific re
search. Occasionally, books are developed from symposia sponsored 
by other organizations when the topic is of keen interest to the chem
istry audience. 

Before agreeing to publish a book, the proposed table of contents 
is reviewed for appropriate and comprehensive coverage and for in
terest to the audience. Some papers may be excluded in order to better 
focus the book; others may be added to provide comprehensiveness. 
When appropriate, overview or introductory chapters are added. 
Drafts of chapters are peer-reviewed prior to final acceptance or re
jection, and manuscripts are prepared in camera-ready format. 

A s a rule, only original research papers and original review pa
pers are included in the volumes. Verbatim reproductions of previ
ously published papers are not accepted. 
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Preface 

N E I T H E R T H E W I N D O W I N Y O U R OFFICE nor the Hawaiian Islands 
could have teen formed without the assistance of supercooled liquids. Indeed, 
supercooled liquids are omnipresent in the physical and natural sciences and in 
engineering and technology. Because of this broad interest, supercooled liquids 
have long been the subject of considerable scientific scrutiny (and wi l l continue 
to be so until their innermost secrets are revealed). 

This volume is the result of a symposium presented at the 212th National 
Meeting of the American Chemical Society, titled "Experimental and 
Theoretical Approaches to Supercooled Liquids: Advances and Novel 
Applications", sponsored by the A C S Division of Physical Chemistry, in 
Orlando, Florida, August 25-29, 1996. This symposium brought together 
scientists from a wide range of disciplines to allow the cross-fertilization of 
ideas from these different areas, to assess the state of the field, to chart new 
experimental and theoretical directions for the field, and to identify other areas 
of science in which the tools developed for understanding supercooled liquids 
might provide some illumination. Those attending the symposium included 
chemists, physicists, biologists, biophysicists, geologists, nuclear engineers, and 
polymer engineers with expertise in experiments, theory, and simulations. 
Special attention was devoted to the properties of supercooled water and to the 
connections between supercooled liquids and the conformational dynamics of 
proteins. 

The chapters of this volume provide a representative sampling of the 
science discussed at the symposium. We have endeavored, however, to make 
this book more than a proceedings of the symposium. Together with the authors 
of the chapters, we have prepared what we hope is a graduate-level primer on 
the state of the art of supercooled liquids and the techniques that are used to 
understand them. To that end, Chapter 1 is intended as a brief introduction to the 
field of supercooled liquids for the neophyte. Austen Angell presents a detailed 
scientific overview of M s volume in Chapter 2. This overview is followed by 
sections devoted to theoretical aspects of supercooled liquids, to recent 
experimental advances in the field, to polyamorphism and supercooled water, 
and to the connections between supercooled liquids and protein dynamics. 
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Chapter 1 

A Brief Introduction to Supercooled Liquids 

John T. Fourkas1, Daniel Kivelson2, Udayan Mohanty1, and Keith A. Nelson3 

1Eugene F. Merkert Chemistry Center, Boston College, Chestnut Hill, MA 02167 
2Department of Chemistry and Biochemistry, University of California, 

Los Angeles, CA 90095 
3Department of Chemistry, Massachusetts Institute of Technology, 

Cambridge, MA 02139 

In nature, supercooled liquids play an important role in areas as diverse as volcanoes 
and hibernating animals. From a technological standpoint, supercooled liquids are 
linked intimately to processes ranging from the development of new materials to the 
storage of nuclear waste. It is also becoming increasingly evident that the dynamics of 
supercooled liquids can shed light on numerous problems that, upon a superficial ex
amination, appear unrelated. As a result of this broad importance, the study of super
cooled liquids has received considerable scientific attention over die past century. Su
percooled liquids have yet to yield their deepest secrets to our scrutiny, however. 

This introduction is devoted to the newcomer in the field, for whom we outline 
the current hot topics in the field and provide the background necessary to understand 
the contemporary experiments and theory on supercooled liquids contained within this 
volume and in the literature in general. In the following chapter Austen Angell pres
ents a detailed overview of the field and of this book. 

Current Issues 

We begin with a description of the phenomenology that characterizes the field of su
percooled liquids, which we define as metastable liquids that have been cooled below 
the melting point (Tm) but not below the temperature at which a dynamic arrest occurs 
(i.e., the glass-transition temperature, Tg). Although it is presumably only the crystal
line phase that is stable below T m , the first-order crystallization process may be 
blocked dynamically by a high free energy of activation, so that the crystalline phase 
need not be considered except when it makes an unwanted heterogeneous entry. The 
supercooled liquid may therefore be considered "equilibrated," and the feature that 
should concern us first and foremost is the drastic increase of its viscosity (r\) and 
structural-relaxation (generally denoted a-relaxation) time with decreasing tempera
ture. The more drastic this temperature dependence, the more "fragile" the super
cooled liquid is said to be. Fragile liquids are typified by van der Waals organic liq-

2 © 1997 American Chemical Society 
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1. FOURKAS ET AL. A Brief Introduction to Supercooled Liquids 3 

uids with weak intermolecular interactions and widely varying intermolecular geome
tries with similar energies. At the opposite extreme are "strong" liquids, which are 
typified by silicate and other network materials with a smaller number of strongly fa
vored local interionic geometries. 

Below Tg the relaxation time becomes so long that the liquid can no longer 
structurally equilibrate. The glass-transition temperature can be specified in numerous 
ways, since it represents a crossover between relaxation and experimental times. Un
like the melting point, which is well defined thermodynamically, the glass transition 
temperature is generally defined on the basis of an empirical standard such as the vis
cosity reaching a value of 10*3 Poise. The time scale on which "dynamic arrest" oc
curs is defined by essentially the same limits of human patience, not by any fundamen
tal parameter. In this sense, we should not expect Tg to provide meaningful theoretical 
insights. 

Characteristic Temperatures. This is not to say that characteristic temperatures are 
not important to the understanding of supercooled liquids; indeed, the question of die 
characteristic temperature about which to scale or expand functional forms describing 
the properties of viscous liquids is fundamental to the field. Thus we look with some 
degree of envy at the description of phase transitions and critical phenomena, in which 
a critical temperature T C T can generally be defined such that many static and dynamics 
quantities (including the heat capacity and the cooperative relaxation time) follow the 
form IT-TcrK1, where a is a critical exponent. Although some approaches focus on the 
melting point, we would suggest that crystallization is a distinct and separate phe
nomenon from supercooling. There is an inherent dynamic insulation from crystalli
zation in the supercooled state, and T m consequently has little connection with the 
theory of supercooled liquids. 

There are currently three schools of thought on the subject of choosing a char
acteristic temperature. One school focuses on a possible critical point (TQ) that lies 
below the glass transition temperature. Extrapolation of the rapidly increasing viscos
ity and a-relaxation time to temperatures below Tg suggests that there may indeed be 
a divergence at T 0 . Furthermore, extrapolation of the rapidly decreasing entropy to 
temperatures below Tg suggests that the entropy of the liquid is equal to that of the 
crystal at a temperature (Tfc) that lies in the vicinity of T 0 ; this is known as the Kauz-
mann paradox. At some temperature above 0 K but below Tk the extrapolated entropy 
of the liquid becomes negative. This apparent violation of the third law of thermody
namics is merely a consequence of die extrapolation, and might be avoided through a 
phase transition in the vicinity of T 0 «Tk, where both die dynamic relaxation time and 
the thermodynamic entropy appear to exhibit anomalies. 

Another school has focused on the opposite end of the temperature scale, pos
tulating a cross-over temperature T* above which the liquid is molecular in character 
and below which it exhibits enhanced collective behavior. T* lies near or above the 
melting point, so this picture is vastly different from the one above. 

A third school considers the possibility of a critical or characteristic tempera
ture T c that lies between Tg and T m . In this region, many properties of supercooled 
liquids exhibit what might be call cross-over behavior; for instance, a plot of log(T|) vs. 
T" l exhibits a considerable elbow and the time scales of various relaxations become 
distinct in this temperature region. One must keep in mind that all of these tempera-
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4 SUPERCOOLED LIQUIDS 

turcs (Tg, T 0 , Tk, T* and T c ) arc floating about in this volume and in the literature of 
supercooled liquids in general. If the newcomer begins to feel a sense of confusion 
upon seeing such a wide range of descriptions for what is ostensibly die same phe
nomenon, then it is probable that we have provided a realistic introduction to the field! 

Phenomenology. We should now identify those properties that are generally consid
ered to define supercooled liquids, insofar as these properties cannot be derived from a 
simple extrapolation of the properties of liquids at temperatures well above T m . We 
have already mentioned the dramatic increase in the a-relaxation time and the rapid 
decrease in entropy with decreasing T. The temporal behavior of the relaxation func
tion describing the response of a supercooled liquid to a perturbation (and the subse
quent return of the liquid to its non-crystalline "equilibrium" state) is also of interest. 
At long times this relaxation appears to be described by a stretched exponential func
tion exp[-(t/x)P], where x is a characteristic relaxation time and the stretching exponent 
P lies between zero and one. The relaxation becomes slower (i.e., % increases) and of
ten increasingly stretched (i.e., P becomes smaller) as the temperature is lowered. At 
shorter times, the a-relaxation appears to be described by a power law of die general 
form a-b(t/x)a, where % is a characteristic relaxation time and 0<a<l (this is sometimes 
known as von Schweidler relaxation). A different power-law relaxation (known as 
fast-P relaxation) occurs at yet shorter times, in addition to what appears to be purely 
molecular relaxation processes at the shortest time scale. Complicating this picture is 
the fact that within die von Schweidler range one often encounters an apparently dis
tinct process (slow-p or Johari-Goldstein-P relaxation) and within the fast-p region 
one finds additional dynamic features associated with so-called "Boson peaks" in the 
light-scattering spectrum. As a result, it is not always clear in the literature what 
authors means when they refer to a- and P-relaxations. 

This overall picture, with power laws extending over limited ranges, is difficult 
to depict unambiguously and gives rise to a full spectrum of uncertainty and contro
versy. These assorted problems are apt to remain controversial unless (or until) there 
is a well-accepted theory that yields sufficiently good quantitative descriptions of these 
relaxations. Closely associated phenomena that are the subject of current scrutiny in
clude the decoupling of translational and rotational diffusion (i.e., the breakdown of 
the Stokes-Einstein relation for translational diffusion) and the temperature depend
ence of the amplitude of the stretched exponential decay (a quantity known as the non-
ergodicity factor). 

Homogeneity vs. Heterogeneity. A current question of great interest in supercooled 
liquids is whether structure and dynamics can be described as essentially homogeneous 
or heterogeneous. Heterogeneity implies correlations over supermolecular distance 
scales, which is to say that the liquid can be thought of as being comprised of domains 
or supermolecular structures. Such domains may be treated as long-lived entities or, 
alternately, as slowly-relaxing fluctuations with a supermolecular correlation length. 
The picture is clearest if the domain lifetime is long compared to the measured relax
ations, which may or may not be the case in reality; certainly if the domain lifetime is 
very short, the system should be considered homogeneous. There is recent evidence, 
some of which is discussed in this volume, that lends support to the heterogeneous 
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1. FOURKAS ET AL. A Brief Introduction to Supercooled Liquids 5 

picture. The resolution of the question of which type of model is preferable remains a 
joint challenge to the experimentalist and the theorist. 

Polyamorphism. Another topic that is attracting considerable attention currently and 
is touched upon throughout this volume is that of polyamorphism (which is also 
known as polymorphism). The fact that a number of glass-forming materials may 
transform to apparently amorphous phases that differ both from die supercooled liquid 
and from the glass is of great interest; the possibility that this phenomenon may be in-
herendy related to the properties of supercooled liquids makes polyamorphism all the 
more intriguing. Studies of potential polyamorphism in water have been going on for 
some time, and more recentiy have been extended to other tetrahedrally-bonded sys
tems and non-tetrahedrally-bonded systems as well; all of these types of systems are 
represented here in contributions by Kivelson et al. and Yarger et al. 

Water. Water is not exactly die "prototypical" supercooled liquid. There is a limit to 
the amount of supercooling the bulk liquid can withstand, and even approaching this 
limit is an experimental challenge; as such, much of the behavior described above 
cannot be observed in water. Yet, as many of the chapters in this volume attest, super
cooled water has received at least as much scrutiny as any other supercooled liquid one 
cares to name. This interest stems not only from the ubiquity and universal impor
tance of this liquid, but also from the richness and complexity of its phase behavior. 
In one way or another, polyamorphism is an underlying theme in the experimental and 
the theoretical studies of water by Stanley et al, Tanaka, Chen et al and Walrafen et 
al contained herein. 

Proteins. Techniques that have been used to help understand supercooled liquids are 
increasingly finding application in other (often apparently unrelated) areas of science. 
One area in which this cross-fertilization of ideas is somewhat more mature is the con
formational dynamics of proteins. Although proteins and liquids at first glance bear 
little resemblance to one another, there exists a similarity between the complex con
formational energy landscape of proteins and that of supercooled liquids. Further
more, the conformational dynamics of a protein is linked inextricably to the dynamics 
of the liquid both surrounding and within that protein. In these senses, it should not be 
surprising that a connection exists between the dynamics of proteins and supercooled 
liquids. Such a connection is explored from different perspectives in chapters by 
Jonas and by Fayer and Dlott. 

Experimental Techniques 

The subject of supercooled liquids, represented as it is by a wide range of materials in
cluding polymers, organic molecular liquids, ionic melts, aqueous solutions, proteins, 
colloidal solutions and others, has of course been approached with an equally wide 
range of experimental techniques. A comprehensive survey is impossible here. Instead, 
die main classes of experimental measurements will be summarized and some of the 
primary challenges faced in the experimental characterization of glass-forming liquids 
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6 SUPERCOOLED LIQUIDS 

will be emphasized. The experimental investigations described in this volume will be 
discussed in this context. 

The Main Challenge: Every Time Scale! The single deepest challenge to experi
mental elucidation of supercooled liquid behavior is that this behavior spans nearly all 
time scales over which measurements can be made. At a single temperature, relaxation 
dynamics may be observed over a substantial range of time scales (three or more dec
ades is typical), and as the temperature is varied the entire range shifts from picosec
onds or faster at high T to seconds (or even years) at low T. By restricting the discus
sion to "liquids", we can exclude the very slowest time scales, but even this exclusion 
is somewhat capricious since several models posit strong connections between dynam
ics in the supercooled liquid and glassy states. 

One could argue readily that every time scale is in fact accessible experimen
tally. For example, optical spectroscopy provides access to very fast time scales (e.g. 
femtosecond spectroscopy in the case of time-resolved measurements or IR absorption 
and Raman spectroscopies in the case of frequency-resolved measurements) as well as 
very slow ones (as nearly any optical measurement can be conducted while sample 
evolution is under way on slow time scales). However, one soon discovers that con
nections among different types of experimental observables are often problematic, so 
that while measurement of fast dynamics through light or neutron scattering and meas
urement of slow dynamics through mechanical methods may cover many time scales, 
these measurements may produce results that are difficult to connect to each other in a 
rigorous way. In some cases even the same experimental observable is mediated by 
different phenomena on different time scales. For example, molecular vibrations, mo
lecular orientational motions, sound waves, and other types of dynamics all contribute 
to the light-scattering spectrum of a supercooled liquid. The spectrum may cover an 
enviable frequency range, but the dynamics of these different types of motions are not 
related to each other in ways that permit a comprehensive elucidation of supercooled 
liquid relaxation dynamics. 

Classification of Measurements. One could attempt a classification of the experi
mental techniques used to study supercooled liquids based on the type of measurement 
(e.g. scattering, absorption, etc.) within which the material properties responsible for 
the measured responses under various conditions could be elaborated. Alternatively 
one can base the classification on the material property examined, and the methods 
that may be used for its measurement may be elaborated. We will use the second ap
proach here. 

Probes of Collective Behavior 
Structural Relaxation Dynamics. Hie dynamics of macroscopic structural 

change usually can be subdivided into density and shear, or longitudinal and shear, re
laxation. On slow time scales (milliseconds and longer), mechanical methods of vari
ous sorts may be used. Structural relaxation dynamics on faster time scales can be de
duced from acoustic properties, in particular from the characteristically high acoustic 
damping rates (and dispersive acoustic velocities) at acoustic frequencies that overlap 
structural relaxation rates. Traditional methods for measurement of acoustic responses 
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1. FOURKAS ET AL. A Brief Introduction to Supercooled Liquids 7 

include ultrasonics (mainly in the 1-100 MHz frequency range), whose utility has been 
limited by strong damping rates and other features; inelastic (Brillouin) light scatter
ing, mainly in the 1-10 GHz range; and inelastic neutron scattering in the 100-GHz 
range. Time-domain variants of light scattering have also been used for examination of 
acoustic responses, mainly in the 10 MHz -10 GHz range. Finally, structural relaxation 
contributes directly to light and neutron scattering in the form of a quasielastic peak 
(labeled the "Mountain" mode in the light-scattering spectrum) whose width provides 
a measure of the average relaxation time and whose non-Lorentzian shape is due to the 
nonexponential form of the relaxation dynamics. Of particular recent importance has 
been die use of depolarized light scattering for elucidation of structural relaxation dy
namics over a wide dynamic range from molecular vibrational frequencies down to 
about 1 GHz. Also important, especially for slower time scales, have been time-
domain variations on the light scattering theme. Coherent scattering methods have 
permitted observation of structural relaxation dynamics on nanosecond through micro
second time scales. Photon correlation spectroscopy has also been used for measure
ments, primarily in the microsecond range. 

The elucidation of structural relaxation dynamics from the measurements men
tioned above may or may not be straightforward. In the case of mechanical or acoustic 
measurements, including inelastic light or neutron scattering from acoustic waves, the 
observed quantity is related directly to the (tensity-density correlation function, and so 
density relaxation dynamics (or in some cases, longitudinal or shear relaxation dynam
ics) are determined. However, there are large frequency gaps between neutron scatter
ing, light scattering, ultrasonics, and mechanical measurements, even in the favorable 
cases where all these methods have been applied effectively. Quasielastic light scatter
ing including depolarized light scattering, coherent scattering, and photon correlation 
methods can fill in much of the dynamic range, but die analysis must be conducted 
carefully because in general it is not only the density-density correlation function, but 
some combination of it and others, that contribute to the signals. Some of these issues 
are discussed in the article by Yang and Nelson. 

Structural Relaxation Dynamics at High Wavevectors 
Dielectric Relaxation Dynamics. The complex dielectric constant can be 

measured over an extraordinary range of time scales, using methods that are reviewed 
briefly in the contribution by Lunkenheimer et al From a macroscopic point of view, 
the results always can be analyzed in terms of the time-correlation function of the di
electric constant, whose relaxation dynamics are elucidated over the entire dynamic 
range. Dielectric relaxation measurements have played a major role in the formulation 
of empirical relaxation dynamics in polymers and other glass formers, as well as in the 
testing of models and fundamental theories of supercooled liquids. Of course, the mi
croscopic interpretation of dielectric relaxation on widely varying time scales requires 
consideration of different sorts of responses including molecular rotation, motion of 
polar side groups on polymers, and so on. In addition, there are some motions that 
have little influence 6n die dipole moment and so are not probed through dielectric 
measurements. In this sense comparisons among dielectric, light scattering, neutron 
scattering, and other results are of interest in revealing the dynamics of different con
tributions, but in general such results should not be expected to show detailed agree-
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8 SUPERCOOLED LIQUIDS 

ment. The article by Lunkenheimer et al. illustrates nicely the similarities and differ
ences among these techniques. 

Thermodynamic Measurements. Measurement of heat capacities and other 
thermodynamic quantities usually are conducted on a static basis, that is, with the mea
surement made on a time scale that is slow compared to any significant relaxation 
times (or at least with that intent, within the limits of human patience), although dy
namic aspects have been explored as well. The entropy of supercooled liquids has been 
of fundamental interest since early in their study, and the problem of its potential re
duction below that of the crystalline state at a temperature below Tg remains a current 
issue. The contribution to die present volume by Kivelson et al. provides an illuminat
ing example of calorimetric measurements whose results indicate that a single sub
stance may enter distinct amorphous phases depending on its thermal history. 

Local Probes. There exists a wide range of local properties that are mediated 
by collective relaxation dynamics and whose elucidation therefore can shed light on 
collective behavior. These properties include spin relaxation, measured through nu
clear magnetic resonance (NMR), molecular vibrations and electronic levels, and a 
host of others. Since there are far more such properties than can be discussed here, we 
restrict the present comments almost exclusively to those represented by contributions 
to this volume. 

N M R has particularly powerful capabilities, in that it can be used to determine 
time-correlation functions involving more than a single time interval. This capability is 
crucial in the evaluation of whether the unique properties of supercooled liquids are of 
homogeneous or inhomogeneous origin. Results presented in this volume by 
Diezemann et al. address this issue direcdy. An indication of significant site-to-site 
variation in the local spin dynamics suggests that the nonexponential relaxation dy
namics characteristic of all supercooled liquids may be due at least in part to local in-
homogeneities rather than intrinsically complex behavior of individual degrees of 
freedom. N M R can also be conducted on samples under applied pressure, if a non
magnetic pressure cell is used. In the contribution by Jonas, information about dena
tured and partially folded protein structures was deduced on the basis of N M R meas
urements during denaturation which, at elevated pressures, occurs at low temperatures. 

Nonlinear optical measurements, like multiple-pulse N M R measurements, can 
provide information about high-order time-correlation functions. This has been used to 
advantage in die work presented by Ma et al. in which the dynamics of molecular 
solvation are examined. The results reveal complex relaxation including nonexponen
tial dynamics whose form and temperature dependence show the characteristics nor
mally associated with collective structural relaxation. Thus an incisive probe of struc
tural relaxation dynamics with capabilities for extremely high time resolution is pro
vided. 

Nonlinear optical methods such as photon echoes have been exploited exten
sively in the study of molecular electronic states, which resemble the two-level or fi
nite-level systems characteristic of nuclear spins. Only recentiy have these techniques 
been extended to molecular vibrations, which pose far more difficulties due to their 
many quantum levels and relatively weak anharmonicities. The value of this capability 
is made clear in the contribution by Fayer and Dlott. Vibrational relaxation and 
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1. FOURKAS ET AL. A Brief Introduction to Supercooled Liquids 9 

dephasing dynamics are unmasked from beneath inhomogeneously broadened IR ab
sorption bands, revealing the supercooled-liquid-like, complex potential energy land
scape of the protein. 

As mentioned earlier, light scattering measurements may be sensitive to local 
molecular motions, especially molecular vibrations, as well as to collective motions 
characterized by lower frequencies. In the contribution by Walrafen et al., Raman 
spectra of supercooled water OH stretching vibrations are used to deduce the intermo
lecular H-bonded network geometries through comparison to behavior exhibited by 
clathrate crystals that form similar networks. 

Not included in this volume, but of great current interest, are light scattering 
and other probes of what is commonly called the "Boson peak", a broad feature typi
cally in the 0.1-1 THz frequency range. This is attributable mainly to intermolecular or 
interionic vibrations whose classification as "local" could be debated, but that should 
be considered either local or "mesoscopic" (that is, intermediate between molecular 
and macroscopic). Probes of this broad feature have led to intensive debate concerning 
the extent to which the Boson peak is homogeneous or inhomogenous; is predictable 
on die basis of current models; is revealing of local vibrational anharmonicity; and so 
on. We conclude this section with the suggestion that this region of the spectrum 
should be the next one to be explored by nonlinear optical methods, which will permit 
its origins to be revealed more incisively. 

Theoretical Perspectives 

The theories that have been advanced over the past century to explain the properties of 
supercooled liquids number in the hundreds (if not thousands). In this limited space, 
we cannot hope to do justice to all of these models, much less to the subset of models 
that are currently popular. We shall therefore confine our discussion primarily to the 
theories and theoretical tools that are touched upon within the chapters of this volume. 

We should begin by pointing out that the long time scales of so many of the 
phenomena that are characteristic of supercooled liquids had for many years all but 
restricted theorists to pencil-and-paper treatments at a time when molecular dynamics 
and Monte Carlo simulations were opening new vistas into the study of normal liq
uids. That this situation has evolved in recent years is readily apparent from the theo
retical contributions in this book, many of which draw upon computer simulations to 
varying degrees. Simulations provide the ability to test theoretical concepts in an 
idealized environment in which the role of molecular details in determining the dy
namics of the system can be minimized (or at least readily distinguished). As such, 
computer simulations will take on an increasingly important role in the study of super
cooled liquids. 

Mode-Coupling Theory. Without a doubt, mode-coupling theory (MCT) enjoys the 
highest visibility of any theory of supercooled liquids in the current literature, as will 
be evident from many of the chapters in this volume. MCT is based upon differential 
equations that arise from an approximation to the equation of motion for density fluc
tuations in a supercooled liquid. Given this approximation, the behavior of the liquid 
can be described out to the time scale on which diffusion begins to take place. Ac
cording to this so-called idealized version of MCT, at the aforementioned temperature 
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10 SUPERCOOLED LIQUIDS 

T c (which lies well above the traditional glass-transition temperature) structural arrest 
occurs and ergodicity is lost in the liquid. This phenomenon is moderated in the ex
tended version of MCT, in which an activated hopping process is introduced to permit 
relaxation to occur below Tc, thus restoring ergodicity. However, the underlying sin
gularity at T c persists, and its ostensible observation in a number of model glass-
forming liquids has stimulated intense interest in the theory. 

Neither version of M C T includes hydrodynamic interactions, which may be 
crucial for describing systems such as colloidal glasses. M C T does not incorporate 
specific molecular detail either. On the one hand, this means that M C T cannot predict 
on an absolute time scale the quantitative time dependence of any dynamic variable. 
On the other hand, M C T does make specific and testable predictions about how the 
dynamics of supercooled liquids depend on temperature. M C T predicts that certain 
features of any dynamic variable should be universal (such as a power-law behavior in 
the temperature dependence of relaxation times). These predictions are discussed in 
detail in Kob's chapter on MCT. 

M C T has many vocal advocates and equally many outspoken critics. However, 
all would agree that M C T has had a profound impact on the field, particularly in 
causing the supercooled liquids community to scrutinize data from both experiments 
and simulations in new (and often more stringent) ways. A desire to develop better 
tests of the predictions of M C T has also been one of the driving forces behind die cur
rent trend of attempting to obtain dynamic data on supercooled liquids over as large a 
frequency or time range as possible. Although other theories may well supplant M C T 
in the future, it is incontrovertible that M C T has stimulated a great deal of constructive 
thought and activity and has focused efforts into significant experiments. 

Domain Theories. As discussed above, many models treat supercooled liquids as 
being composed of heterogeneous domains. Many of the theoretical contributions in 
this volume, while distinctiy different in formulation and predictions, can be grouped 
loosely into this category of domain models. One of the foundations of such models is 
the intuitively appealing idea that the strong temperature dependence of the behavior 
of supercooled liquids is due in some way to a change in the distance scale that charac
terizes cooperativity. In this sense, the "cooperative rearranging region" model of 
Adam and Gibbs might be said to be the intellectual grandfather of contemporary do
main theories. We should hasten to point out, however, that despite intriguing paral
lels between the Adam-Gibbs model and the models in this volume, except for that of 
Mohanty the models herein are not to be understood as extensions or generalizations 
of the Adam-Gibbs model. 

Adam-Gibbs theory postulates that a supercooled liquid is composed of 
subunits that are essentially independent of one another, in the sense that each region 
can rearrange itself through some sort of cooperative motion that is unconstrained by 
the other regions. These cooperative regions have a distribution of sizes, each of 
which is larger than some minimum size that is necessary for cooperativity. This 
minimum size is linked closely to the configurational entropy of the system, from 
which many thermodynamic and dynamic properties of supercooled liquids can be cal
culated. 

The domain concept is approached from a number of different viewpoints in 
this volume. Mohanty uses concepts from the theory of critical phenomena to general-
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1. FOURKAS ET AL. A Brief Introduction to Supercooled Liquids 11 

ize the Adam-Gibbs model and to make a connection with the Kauzmann temperature. 
Stillinger employs a theory of "fluidized domains" to investigate the decoupling of 
translational and rotational diffusion. This phenomenon and other apparent anomalies 
in supercooled liquids are attacked by Tarjus, Kivelson and Kivelson with a theory of 
domains whose growth is limited by the inherent structural frustration of the liquid. 
Mountain presents intriguing simulations that suggest, at least in two dimensions, that 
there is indeed a characteristic length scale that grows with increased supercooling. 

Topographic Concepts. The potential energy of a supercooled liquid composed of N 
molecules that are each composed of n atoms in turn can be viewed as a 3nN-
dimensional hypersurface. The coordinates of this surface that are intramolecular may 
have relatively little effect on the properties of the liquid. The remaining coordinates 
comprise the complex energy landscape of the supercooled liquid. 

Many theories of supercooled liquids are concerned with the topographic fea
tures of this landscape. Obviously, the deepest minima in the landscape correspond to 
crystalline structures. The very fact that a liquid is supercooled implies that it is 
trapped in a portion of the landscape from which the nearest crystalline basin is not 
readily accessible. It is die features of this local region that determine the behavior of 
the supercooled liquid. For instance, the frequency and depth of local minima is re
lated to the fragility of the liquid. 

At any given moment, it is likely that the liquid does not lie in a local mini
mum of the potential energy hypersurface. Some theories focus on the local basins 
into which the liquid will fall when quenched, which are called die "inherent struc
tures" of the supercooled liquid. Mohanty, for instance, discusses the connection be
tween inherent structures and the Adam-Gibbs model. Other models concentrate on 
how die liquid will behave at any given point along the hypersurface. For instance, 
instantaneous normal mode (INM) theory treats any given configuration of the liquid 
as a set of harmonic normal coordinates, which can then be used to approximate the 
short-time behavior of the system. These coordinates are derived by diagonalizing die 
Hessian matrix (the matrix of second derivatives of die potential energy with respect to 
any two atomic coordinates) of the liquid. The resultant matrix will have both positive 
and negative eigenvalues, the former of which correspond to minima along that coor
dinate and the latter of which correspond to barriers. Ziircher and Keyes incorporate 
INM ideas into an extension of the two-level system model of glasses to successfully 
reproduce many of the temperature-dependent properties of supercooled liquids. 

Spin Glasses. Spin glasses are a theoretical construct that was originated to understand 
die behavior of magnets. Dilute magnetic alloys are prototypical materials that would 
be described as spin glasses. In these alloys, the non-magnetic ions are randomly 
substituted by magnetic ions. Similarly, in a spin glass quantum-mechanical spins are 
placed at lattice points and some form of coupling is introduced such that the value of 
any given spin is influenced by those around it. 

While simple in concept, spin glasses exhibit a wealth of fascinating behavior. 
The random couplings between the spins are usually "frustrated," and there exists a 
characteristic temperature below which the spins freeze without long-range order. The 
magnetic susceptibility displays cusp-like behavior near this temperature, and irre
versible behavior of other magnetic properties is observed below this temperature. 
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12 SUPERCOOLED LIQUIDS 

Due to frustration, the number of ground states of a spin glass of N spins is propor
tional to exp(N), and hence many order parameters are required to describe such a 
system. The configuration space thus consists of many valleys, each valley represent
ing a possible state of the system. The valleys are separated by free energy barriers. In 
addition to quenched disorder and randomness, aging and a slowly-decaying relaxation 
function are also features of spin glasses. 

One feature that distinguishes spin glasses from real glasses (which are often 
called structural glasses in this context) is that the latter do not exhibit quenched dis
order. Nevertheless, there is a long-standing belief that there is a fundamental con
nection between spin glasses and structural glasses. This belief is bolstered by die fact 
that there is an intimate connection between the equations governing mean-field spin-
glass models and MCT. The relationship between spin and structural glasses remains 
to be understood fully, and some of the connections are explored in this volume. In 
particular, Parisi describes how a statistical mechanics technique called the replica 
method, which has been highly successful in the study of spin glasses, can be applied 
to the study of structural glasses. 

Other Models. We now touch briefly upon two other theoretical models that appear 
in this book. We begin with the Coupling Model (CM), which postulates that on short 
enough time scales, the fundamental dynamic units of a supercooled liquid exhibit ex
ponential relaxation, but that at longer times the relaxation becomes stretched-
exponential as cooperativity becomes important. Ngai and Rendell present evidence in 
support of the C M in their contribution to this volume. 

Corrales considers die phase behavior of binary silicates, which are of practical 
importance as materials for the disposal of radioactive waste. The statistical mechan
ics technique used in this system is Flory-Huggins theory, which uses a sort of combi
natorics to calculate entropies of mixing between species. 

Concluding Remarks 

The following chapter contains a detailed overview of this volume, but we hope our 
whirlwind tour of contemporary research in supercooled liquids will make the rest of 
this volume accessible to the newcomer to the field, and that this book in general will 
assist in advancing our understanding of supercooled liquids. 
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Chapter 2 

The Viscous-Liquid-Glassy-Solid Problem 

C. A. Angell 

Department of Chemistry, Arizona State University, Tempe, AZ 85287-1604 

The different aspects of liquid state behavior currently in focus are 
classified in terms of their place in the range of relaxation times 
separating the microscopic (phonon) time from the structural 
relaxation time at the normal glass transition Tg. The place within this 
scheme of each of the contributions to this symposium is identified. 
Special attention is given to the crossover between "free diffusion" and 
"landscape-dominated" regimes. Thermodynamic estimates of the 
"height of the landscape" are given for strong and fragile liquids and a 
correspondence is found between the thermodynamic estimate and 
characteristic temperatures Tc of mode coupling theory and Tx of 
Rössler scaling obtained from different analyses of the dynamic 
properties. Fragile liquids have all their configurational microstates 
(configurons) packed into a small energy band between kTK and the 
upper limit at kTu i.e. Tu is relatively close to TK. In the landscape– 
dominated regime, clustering occurs. We outline a cooperative cluster 
model which can generate high fragility and which in extreme cases 
can provoke a first-order phase transition to the fully clustered state. 

It is now becoming widely appreciated that systems which slow down with 
decreasing temperature (or increasing pressure) to the point where internal 
equilibrium is lost and only solid-like characteristics remain, are very widespread in 
nature and comprise some very important systems, both in physics and biology. It 
has further become evident that the problem of adequately describing and accounting 
for the ergodicity breaking process is a profound one. The contributions to this 
volume, which records many of the contributions to the challenging symposium on 
the subject organized by John Fourkas, Udayan Mohanty, Keith Nelson and Daniel 
Kivelson for the Fall meeting of the ACS, provide a well-rounded description of the 
key elements of this currently exciting problem area for a particular but very 
important case of this phenomenology. This is the case in which the elements which 
"get stuck" in the glassy state are atoms, molecules, or "beads" on a polymer or 
biopolymer chain. 

The most challenging aspects of the problem may be thought of as occurring in 
three very different domains of time. The first (and, to many, die most challenging) 
concerns the very short time domain in which these condensed systems first resolve 
the very chaotic motions characteristic of the dense gas and hot liquid states into 
separable components. The slow and (increasingly) temperature-dependent diffusive 
modes separate from fast oscillatory modes and the gap in characteristic time scales 

14 © 1997 American Chemical Society 
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2. ANGELL The Viscous-Liquid-Glassy-Solid Problem 15 

opens up increasingly as temperature decreases or as pressure increases - a scenario 
which is revealed by many neutron scattering and computer simulation studies. This 
is generally well accounted for by the mode coupling theory of G5tze and co-workers 
discussed below. 

The second is found at intermediate times, of order ns-ms depending on the 
system under consideration. The mode coupling theory in its idealized form predicts 
dynamical jamming, but this is averted by the onset of activated processes (basin-
hopping) in configuration space, which we may regard as a crossover to "landscape 
domination" of the relaxation processes. In at least some well-known cases, this is 
also where the so-called secondary ("p-slow") relaxations split off from the main 
relaxation. In real space terms, this may be related to some initial stage of the 
clustering phenomenon which is being observed in a later stage in the third domain 
under current investigation. 

The third domain is found at the other end of the accessible time scale range, Le. 
at very long times where experiments can no longer record the complete response 
functions, and the systems therefore become non-ergodic. It is in the latter range (just 
before ergodicity-breaking occurs), that the amorphous structures appear to be 
developing a measurable degree of structural non-uniformity. This is evidently the 
result of some sort of clustering phenomenon which then would appear to have much 
to do with the specially provocative relaxational and thermodynamic behavior 
exhibited by certain of the systems which vitrify - the so-called "fragile" systems. 

While the above comments refer to the standard viscous liquid problem, a fourth 
component to the overall problem has been recognized by the symposium organizers. 
This is significant because the systems involved are some of the most important of all, 
for instance water and proteins in the life sciences, and silicon and silica in the 
inorganic world. This latter component involves an increased level of complexity in 
the overall problem, wherein the last-mentioned tendency of fragile liquids to resolve 
their structures into distinct components differing in structural organization, goes to 
the limit of splitting the systems into two distinct liquid (or, at least, amorphous) 
phases. This twist, classified under the name of polyamorphism, is of recent 
recognition, and is attracting a lot of attention at the moment. 

Hot Liquids, Liquid "Structure," and Relation to Dynamics 

In the dense gas and hot liquid phases, except near the critical point, most of the 
physics can be understood in terms of isolated binary collisions. With increasing 
density, usually brought about by decrease of temperature, the behavior becomes 
more complicated as the particle motions become increasingly oscillatory with 
increasing "caging". At some point in density the structure reaches the point where a 
shear rigidity can be detected for high enough frequency probes and the liquid can be 
said to have a "structure." In the simplest types of fluids based on hard spheres, this 
state is related to a vibrationally expanded version of Bemal's "loose random packing" 
of hard spheres (1). Instantaneous removal of all thermal energy from such a 
structure [by conjugate gradient quenching(2)] leaves the most open of Stillinger's 
"inherent structures," a "house of cards" structure which would collapse to something 
denser under the slightest agitation. Between this structure and the lowest energy 
most densely packed structure conceivably consistent with amorphous packing lies an 
immense number, of order e N , (2,3) alternative mechanically stable structures which 
together make up the structures of any conceivable "glassy" state that could be made 
by the most extreme quenching or geologically slow cooling process that could be 
imposed on the system (in the absence of crystallization). These collectively make up 
the energy "landscape" (2,4) for the system. Later in this volume, the energy 
landscape is specifically invoked to account for the observations of the 
multidimensional N M R relaxation study of Diezemann et al. 

The dynamic behavior of liquids seems to be sensitive to the arrival at the 
densities characteristic of these coherent structures. As mentioned above, for lower 
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16 SUPERCOOLED LIQUIDS 

densities (higher temperatures), the dynamical behavior seems to be described rather 
well by the mode coupling theory developed by Gotze et al (5). There is some 
uncertainty as to whether some of the experiments which support the detailed 
predictions of the theory have been looking at the right sort of fluctuations (6). 
Certainly a lot of viscosity and diffusivity data, starting at the highest temperatures, 
can be well represented over a limited range of temperatures by die power laws that 
the theory predicts (5,7,8). However, then, instead of jamming into a rigid solid at the 
power law viscosity divergence temperature, there is a crossover to a slower 
divergence, heralded by breakdowns of the Stokes-Einstein viscosity-diffusion law 
and the Einstein-Debye diffusivity-rotational diffusivity law (9,10). 

The short time scale measurements of Berg, and of Nelson and co-workers, in the 
present volume give new tests of the mode coupling description of the short time 
dynamics and new data on the crossover temperature. The accord with theory shown 
by more ideally simple systems is tested by computer simulation studies of L J 
mixtures in the paper of Kob. Similar systems are studied in the paper by Zurcher 
and Keyes in their alternative description of the dynamics in terms of real and 
imaginary normal modes of quenched structures. Mountain also uses simulations of 
similar systems in an attempt to define a characteristic length scale which grows with 
increasing density and decreasing diffusivity. 

In about the same range of densities, the relaxation function seen by experimental 
probes bifurcates into a fast Arrhenius non-exponential process with a strongly 
temperature dependent halfwidth in frequency, and a slower also non exponential 
process with a slowly increasing halfwidth in frequency. To distinguish this fast 
process from the fast process invoked in M C T , the M C T process is now designated 
"fast ($-" and the process splitting off from the a-relaxation is called the "slow P-" 
process. The latter, but not the former, is characterized by a maximum in the 
susceptibility for the measurement (dielectric or calorimetric) used to detect it. 

Scaling Relations and Clustering. Different ways of scaling the existing viscosity 
and relaxation time data help to bring out the relation between structure and dynamic 
characteristics. In the recent Fujimori-Oguni scaling of dynamic data (11), the 
temperature of the p-glass transition is used, in place of the usual T g ( a ) , to scale the 
relaxation time data (Figure 1). This scaling brings out the idea that in fragile liquids, 
the separation into a and p processes occurs at lower reduced temperatures, hence 
longer relaxation times, for the less fragile liquids. According to Fujimori and Oguni 
(11), this is because in fragile liquids the process leading to the clustering which 
determines the a-relaxation time is more cooperative. On the other hand, Perrera and 
Harrowell (12) argue it is because, in the less fragile liquids, the fast process (which 
they say provides the actual mechanism whereby all particle rearrangements occur) 
has a larger activation energy than for the more fragile liquids. The consequence is 
that the temperature at which the dynamics becomes dominated by the cluster growth, 
revealing the a-relaxation, is postponed to lower values. The presence of both 
dynamically fast and slow domains, the latter being long-lived, has been documented 
in the photobleaching experiments of Ediger and co-workers (13) and is supported in 
some detail by the multidimensional N M R measurements of Diezemann et al given in 
this volume. 

The origin of the clusters themselves, in frustration limited growth process, is the 
subject of the paper by Tarjus et al in this volume. This model leads to a quite 
different scaling representation of the viscosity or relaxation data than that of 
Fujimori and Oguni since it does not specifically recognize the occurrence of a (slow) 
P-process. On the other hand the nature of the slow P-process, as a primitive 
(Arrhenius and exponential) relaxation which then becomes the a-relaxation by 
cooperative slowing down, is the emphasis of the coupling model whose description 
of the short time dynamics in relaxing liquids is presented by Ngai in this volume. 
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ANGELL The Viscous-Liquid-Glassy-Solid Problem 

Figure 1. Representation of the relation between primary and secondary 
relaxation processes in liquids of different fragility given by the scaling 
principle suggested by Fujimori and Oguni (11). Here the most fragile 
liquids, triphenyl phosphite and PMS (a diphenylated disiloxane) are those 
in which the bifurcation into a - and p- process occurs on the shortest 
relaxation times. This is interpreted (11) in terms of these liquids having the 
highest cooperativities. D
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18 SUPERCOOLED LIQUIDS 

In the other recent scaling proposal, that of Rdssler and co-workers (14), the a-
glass transition temperature is retained as a scaling parameter but a second 
characteristic temperature, T C , is introduced which serves to collapse all liquid 
viscosities on to the same Vogel-Fulcher curve. This second characteristic 
temperature is higher relative to the first ( T G ) for the stronger liquids, and indeed lies 
close to the crossover temperature of mode coupling theory according to Rdssler and 
Sokolov (14,15). It would appear to correlate with the temperature at which the 
energy landscape begins to dominate the dynamics (14)% but says nothing about onset 
of decoupled fast modes (slow ^-relaxations), which would then have to be associated 
with inherent kinetic characteristics within the energy minima of the landscape. 
Somewhere in this domain lies the source of the decoupling of diffusivity from 
viscosity first described by Sillescu and coworkers (10). A n account of this 
phenomenolgy in terms of "fluidized domains" within an inert matrix is given in this 
volume by StUUnger. The relation of Stillinger's fluidized domains to the fast regions 
held to account for the (slow) p-relaxation is unclear, but they would appear to be 
unrelated since the fluidized domains are essential to the vagaries of the a-relaxation. 
Thus they are more closely related to excitations across the landscape than to the 
complexity of fluctuations within a single minimum as is descriptive of the (slow) p-
processes. The "height" of the landscape in kT can be estimated (16) by calculating 
the temperature T U in the expression, 

S c = k B l n W = „ kin exp(N) = R/mole = J ' - —^dT (1) 
K T 

where A C p is the heat capacity increment associated with exploration of the landscape 
(i.e. the jump in C p as T > T G ) . Of course the height is then greater for liquids with 
small ACp (i.e. strong liquids, in accord with the higher T C found by Rdssler et al for 
the strong liquids. The value of T U turns out to depend only weakly on the functional 
form assumed for ACp. For both of the simple choices, 

ACp = constant, and A C p = constant/T (2) 

T U found to be the same for values of the constants given by experiment on the 
simplest fragile liquids (17). For liquids like S2CI2, and also Lennard-Jones argon 
(18), ACp at T G is found to be about 17J/K per mole of heavy atoms, and T U is then 
1.59TK which is about 1.27Tg. Interestingly enough, this is almost the same as the 
value of T ( / r g found by Rdssler and co-workers for the ratio of upper scaling 
temperature T c to T g which means it is the same as the ratio T c / T g where T c is the 
mode coupling theory T c . The identification of T c with the temperature 
characterizing the top of the landscape is consistent with the idea that M C T fails at 
low temperature because of the crossover to landscape-dominated dynamics. Our 
estimate of T u is probably a minimum value because a part of the A C p at T g (of 
unknown magnitude, but thought to be small) is vibrational in nature. A value of T u 

somewhat above T c would seem appropriate because T c presumably represents a 
crossover in dominant relaxation mechanism rather than a real end-point in structural 
character. In some model systems for which data are available, e.g o-terphenyl, T c is 
also found to correspond with the bifurcation temperature into distinguishable a- and 
p-relaxations and with the lower limit temperature for accurate data-fitting by the 
"high temperature Vogel-Fulcher law" in the Stickel-plot analysis (19). The reason 
that a V - F law (with unphysical parameters) should fit in the free diffusion domain is 
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2. ANGELL The Viscous-Liquid-Glassy-Solid Problem 19 

not at all clear. This is the domain in which a power law fit of the same data yields 
the T c found by the other criteria, so the V-F fit may be a trivial consequence of its 
relation to the power law through the Bardeen singularity (20). 

The relation between entropy, relaxation time, and the position of kT on the 
energy surface is summarized in the three part ensemble of Figure 2 which shows the 
regime of free diffusion above the highest features of the landscape but below the 
boiling point. T c falls somewhat below the highest energy features of the landscape. 

A n alternative approach to accounting for the difference between strong and 
fragile behavior in liquids has been advanced in this volume by Mohanty, stimulated 
by the correlations noted by Sokolov et al (21) between the strength of the so-called 
boson peak and the fragility of the liquid in question. Some evidence for the onset of 
a strong boson peak as a consequence of rapid increase in the harmonic character of 
the system is reported for the particular case of water on the basis of M D studies by 
Chen et al. Water is seen here both as an ideal mode-coupling glassformer, and as a 
system which at the lowest temperatures has transformed to a strong liquid. Indeed, 
in this volume there is a group of papers which focus on the unusual character of 
water in this overall scheme. This brings up the third component of the subject 
mentioned in our introduction. 

Phase Changes in Liquids, and Polyamorphism in Glasses 

Water is of course famous for its strange behavior. What is not generally appreciated 
is how water-like certain other liquids, like liquid silicon for instance, can be. The 
reason seems to lie in the similar inversion of the usual energy/volume correlation in 
these cases. 

Contributions from Walrafen, Stanley and co-workers, and Tanaka, in this 
volume give different slants on the phenomenology. The latter two contributions are 
both M D simulations using well known pair potentials for water, and both agree on 
the important conclusion that water is capable of undergoing a first order phase 
transition between liquid states of different density. There are only differences in the 
estimates of the (critical) pressure which is needed for a first order transition, rather 
than a continuous transition, to be manifested. The two types of transition are 
separated by a critical point, the existence of which was previously unsuspected. On 
either side of the first order transition line, and radiating out from the critical point, 
are spinodal lines (in the mean field sense) at which fluctuations would diverge if 
kinetics did not precipitate a prior nucleation of the new liquid phase. This scenario 
is a theoretical consequence of a bond modified van der Waals model by Poole et al 
(22) and also of a two-state model by Moynihan (23) which is parameterized using 
data from the experimental observations of Mishima on polyamorphic forms of 
vitreous water (24). Even the simple bond lattice model of the author gives a phase 
transition when the lattice excitations are allowed to be cooperative. On the other 
hand, Debenedetti and co-workers in a series of papers using different theoretical 
models have shown that the strange properties of water can be accounted for by 
models in which no singularities exist. 

The diverging heat capacities and plunging diffusivities of supercooling water, 
which imply super-fragile character in die liquid, are also observed preceding a first 
order phase transition in the case of computer-simulated liquid silicon (25). The 
transformation in the laboratory substance is from metallic liquid to tetrahedral semi
conductor. In this case, it is found to be first order at ambient pressure both in the 
simulations and in laboratory flash heating and quenching experiments (26). As in 
the case of water, the transition is preceded during cooling by a density maximum 
(25). A number of other liquids (of substances known to have open packed 
tetrahedral crystals (like InSb) also show density maxima, and might be expected to 
have comparable metastable state transitions (27). Indeed there is a considerable 
literature on phase transitions in such systems described in terms of two-fluid models 
(28). Even liquid silica has a density maximum, and there is speculation about the 
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22 SUPERCOOLED LIQUIDS 

role that a submerged transition (below T g ) may play in the phenomenology of 
immiscibility in alkali metal silicates (25,29). 

Transitions between species, if not phases, in liquid silicates is the subject of the 
contribution of Corrales et al in this volume. This is an important issue in deciding 
on the applicability of the term "polyamorphism" in the case of transformation 
between glassy phases, which is where the whole subject started. The matter of 
discontinuous vs. continuous transitions between glassy phases is taken up in the 
contribution of Yarger et al, where the critical importance of the narrowness of bond 
angle distributions in the amorphous phase is brought into focus. The pressure-
induced transformation between high density and low density glass phases in the case 
of silica is only weakly hysteritic compared with the case of water and even Ge(>2, 
and this is attributed to major differences in the intertetrahedral angles in the 
respective low density glasses and the resultant differences in transformation 
cooperativities. 

Finally there is the mysterious case of triphenyl phosphite and its transformation 
to the "glacial phase", purportedly a polyamorphic form of the supercooled liquid, 
reported by Kivelson et al in this volume. While the possibility that this highly 
disordered phase is simply a crystal polymorph of low lattice energy (with 
thermodynamic stability always less than the normal crystal - a not-uncommon 
finding with glassformers), has not yet been eliminated, its interpretation as a product 
of a liquid-liquid phase transition is well within the possibilities encompassed by the 
above-mentioned models. There is, for instance, nothing in the two species water 
model of Moynihan (23), or the cooperative cluster model described below, that 
requires that the system have a density maximum preceding the phase transition. And 
triphenyl phosphite does exhibit the high fragility which should always precede a 
liquid-liquid phase transition. Thermodynamic treatment of the exchange of 
molecules between the slow and fast regions of the earlier-discussed 
microheterogeneous model of fragile liquids (in a cooperative two-state 
approximation) leads directiy to a phase transition to the cluster phase in the limit of 
high fragility. Indeed such a model can provide a simple-minded bridge between all 
the different aspects of the phenomenology discussed in this chapter, and so we 
oudine it in the last section of this paper. First, however, we need to put in 
perspective another fascinating aspect of the polyamorphism phenomenology. 

We start by noting the unfortunate circumstance that all the above liquid-liquid 
transitions occur under conditions which are highly metastable with respect to 
crystallization of the liquid, so the events of greatest interest cannot be studied in the 
laboratory (the possibility of exceptions is suggested by the case described by 
Aasland and McMil lan (30). Fortunately, an analogous phenomenon, viz. the 
occurrence of reversible first order transitions between aperiodic structures, occurs 
under thermodynamically stable conditions in mesoscopic systems of great biological 
significance. We refer here to the denaturing transitions of proteins and the analogous 
unfolding transitions in other complex biomolecules such as the RNAs. There are 
three contributions to this volume dealing with different aspects of the dynamics of 
relaxation within proteins or with the thermodynamics of the unfolding transitions 
themselves. Dlott and colleagues look at the short time dynamics within the folded 
protein of the CO recombination process which has been die subject of much longer 
time dynamics studies (31), and of the first application of the landscape paradigm to 
biomolecules (32). Jonas examines the unfolding transition in the low temperature 
domain using pressure both to stabilize the liquid state and also to move the 
temperature of the unfolding transition itself. 

Cooperative Clusters, Fragility, Ideal Glasses, and Phase Transitions 

We give here a brief version of a model which could be used to explain how fragility 
and phase transitions can arise in a dense molecular system in which molecules can 
exist either in clustered form or in loose intercluster regions, as in the Fujimori-Oguni 
(11) and Perrera-Harrowell (12) scenarios. It is a two state model in the sense of the 
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2. ANGELL The Viscous Liquid-Glassy-Solid Problem 23 

author's bond-lattice model (33) and the more recent two-species regular solution 
model for water polyamorphism of Moynihan (23) but one in which the non-ideality 
is introduced in a more physical manner. Details will be given elsewhere (34). 

We suppose in first approximation that the molecules in a cluster have a lower 
enthalpy H i per mole and a lower entropy Si per mole than molecules in the 
intercluster region where they are H 2 and S2. Then the distribution of molecules 
between clusters and "tissue" (intercluster) regions will vary according to the usual 
two state thermodynamic relations 

STATE I < = = = = > STATE n 
(cluster) <=====> (intercluster) 

A <======> B 

K=[A]/[B] = X b / ( 1 - X B ) (1) 

AG = A H - TAS = RTlnKeq (2) 

from which the mole fraction of B can be shown to be 

X B = [1 + exp(AH - TAS)/RT]-1 (3) 

and the associated heat capacity is 

C p = 0H/3T) p = R(AH/RT)2 .X B(1 - X B ) (4) 

This heat capacity is of the familiar Schottky anomaly form (35), a dome with onset 
commencing at a temperature determined by the molar enthalpy increment per bond 
break, A H , and rapidity of increase and maximum value determined by the associated 
entropy change, AS. The general behavior for different AH, AS combinations may be 
seen in Figures 2 and 3 of ref. 30., and two cases (for AS finite and zero) are given in 
Figure 3. This is just the Angell-Rao bond-lattice model for the glass transition (36) 
with the excited state ("off-bond" (36)) now identified with a non-cluster molecule. 

Now as the size of a cluster increases, a smaller percentage of its molecules are 
on the surface, and correspondingly the average Debye temperature for the cluster 
wil l decrease and its free energy per mole will be lowered. Let us suppose that 
clusters grow larger with decreasing T and hence decreasing X B , SO that the free 
energy difference between cluster and non-cluster molecules decreases with 
increasing X B . Thus in second approximation, we assume the simple one-parameter 
form 

AG = AGo/(X B + 8) (5). 

in which small 8, the only additional parameter introduced, means high cooperativity. 
According to Eq. (5) the free energy accompanying excitation from cluster to tissue 
crosses over from a AGq /8 at the low temperature extreme, where X B tends to zero, to 
the smaller value AG°/(1+ 8) as the temperature (and state of excitation) increases. 
Then the mole fraction of intercluster molecules increases cooperatively at low 
temperatures according to 

X B = [1 + exp(AGo/RT(XB+ 8))]-l (6) 
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which is a continued fraction whose value can be obtained by iteration. In Figure 3 
we compare results for this model with A H 0 = 750 cal/mole, A S 0 = 2.0 cal/mole, K 
and three different degrees of cooperativity 8 = 0.5,0.1, and 0.05, with results for two 
non-cooperative cases. In the first, A S 0 is kept at 2.0 cal/mole K and A H in Eq. (3) is 
set to the high temperature limit of the first case (AH°/1.1) to give correspondence at 
higher temperatures. In the second, A S Q is set to zero, meaning that the excited (inter
cluster) state is non-degenerate, and we have the normal Schottky anomaly. 

It is seen that the introduction of the cooperative cluster effect can initially 
sharpen the rate at which the fully clustered state is approached, i.e. increase the 
fragility, and at sufficient cooperativity, it can turn the crossover from partly clustered 
to fully clustered state into a first order transition (as some single cluster goes 
critical). Thus the Kivelson glacial phase in triphenyl phosphite (TPP) described in 
this volume and elsewhere (3738) could be rationalised as a case of extreme 
cooperativity and linked to the extreme fragility observed in the normal supercooled 
liquid state of this substance. It is notable however, that while both Fan (39) and 
Fujimori and Oguni (11) found an unusually large A C p for TPP, neither study found 
any sign of a high temperature heat capacity anomaly which is expected (37,38) for 
the case where there is a narrowly avoided critical point at temperatures above T c 

(and even above T m ) (though it seems reasonable to expect such an anomaly to be 
most pronounced in die most fragile liquids). This weakens the case for the frustrated 
cluster interpretation of the putative phase transition and for the associated liquid 
viscosity model (37,38). 

It takes only a minor change of wording for the model described here to account 
for events observed in water. The fact that single molecules are either in clusters or 
not could account for the finding by Moynihan (23) that the active unit in his two 
species mixtures model of water was an (H20)i species, eliminating the broken H -
bond as the active unit. A distribution of cluster sizes would be enough to account for 
the failure of the Prigogine Defay ratio to be unity as the simple two-state model 
requires. 

A final observation on the utility of the cooperative cluster model is the 
following. Since, per mole, there are N a distinct energy states between unclustered 
and fully clustered limits, one can crudely consider each one to represent a minimum 
on the potential energy hypersurface, and each excitation to require a shift from one 
minimum to another. Since this shift requires the displacement of a molecule from a 
cluster to an intercluster position the excitation is intrinsically diffusive. Thus the 
intimate connection between relaxation and configurational entropy seen in Fig 2 and 
almost quantitatively accounted for by the Adam-Gibbs equation (40,41), can be 
qualitatively understood. 

While the above ideas are quite simplistic, and are simplistically dealt with in the 
above model, they are physically based and the results are easily understood. Thus 
they may be suggestive of the origin of some of the more provocative features of the 
viscous liquid state that are currentiy being revealed. 

Conclusions 

As the contents of this symposium volume show, the viscous liquid state, dying as the 
lifeblood entropy drains away with decreasing temperature, provides in its manner of 
dying an inversely lively source of discussion, not to say argumentation. It is a 
problem which has resisted solution for more than a century, despite having 
"flowered" into high activity states at regular 30 year intervals (vitrearchs: Simon 
(1900s), Tammann (1930s), Gibbs, Goldstein, Litovitz (1960s) and now many 
contenders in the 1990s). It will of course be interesting to see if the problem yields 
in the present cycle. This volume pushes the solution a little closer, but most 
conferees will agree it is still a long way off. 
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500 

T/K 
Figure 3. Variation of the mole fraction of unclustered molecules,with 
temperature in the cooperative and non-cooperative cluster models of a 
glassforming liquid in die lansdscape-dominated regime of viscous liquid 
behavior. Curve a shows simple Schottky behavior; Curve b shows behavior 
for degenerate excited state but non-cooperative two state model, while 
curves c and d and e show three degrees of cooperative behavior. The third 
case e shows how, above a certain cooperativity level, a first order phase 
change to the fully clustered state can occur. 
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Chapter 3 

The Mode-Coupling Theory of the Glass Transition 

Walter Kob1 

Institute of Physics, Johannes Gutenberg Universität, Staudinger Weg 7, 
D-55099 Mainz, Germany 

We give a brief introduction to the mode-coupling theory of the glass 
transition, a theory which was proposed a while ago to describe the 
dynamics of supercooled liquids. After presenting the basic equa
tions of the theory, we review some of its predictions and compare 
these with results of experiments and computer simulations. We con
clude that the theory is able to describe the dynamics of supercooled 
liquids in remarkably great detail. 

The dynamics of supercooled liquids and the related phenomenon of the glass 
transition has been the focus of interest for a long time [1]. The reason for this 
is the fact, that if a glass former is cooled from its melting temperature to its 
glass transition temperature Tg, it shows an increase of its relaxation time by 
some 14 decades without a significant change in its structural properties, which 
in turn poses a formidable and exciting challenge to investigate such a system 
experimentally as well as theoretically. Despite the large efforts that have been 
undertaken to study this dramatic growth in relaxation time, even today there is 
still intense dispute on what the underlying mechanisms for this increase actually 
is. Over the course of time many different theories have been put forward, such as, 
to name a few popular ones, the entropy theory by Adams, Gibbs and Di Marzio [2], 
the coupling-model proposed by Ngai [3], or the mode-coupling theory (MCT) by 
Gotze and Sjogren [4]. The approach by which these theories explain the slowing 
down of the supercooled liquid with decreasing temperature differs radically from 
case to case. In the entropy theory it is assumed, e.g., that the slowing down can 
be understood essentially from the thermodynamics of the system, whereas M C T 
puts forward the idea that at low temperatures the nonlinear feedback mechanisms 
in the microscopic dynamics of the particles become so strong that they lead to 
the structural arrest of the system. 

1Electronic mail: kob@moses.physik.uni-mainz.de 
http://www.cond-mat.physik.uni-mainz.de/~kob/home.kob.html 
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3. KOB The Mode-Coupling Theory of the Glass Transition 29 

One of the most outstanding advantages of M C T over the other theories of 
the glass transition is the fact that it offers a wealth of predictions, some of which 
are discussed below, that can be tested in experiments or computer simulations. 
This, and its noticeable success, are probably the main reason why this theory 
has attracted so much attention in the last ten years. This is in contrast to 
most other theories which make far fewer predictions and for which it is therefore 
much harder to be put on a solid experimental foundation. This abundance of 
theoretical predictions has, of course, its price, in that M C T is a relatively complex 
theory. Therefore it is not surprising that doing quantitative calculations within 
the framework of M C T is quite complicated, although it is remarkable that the 
theory gives well defined prescriptions how such calculations have to be carried 
out and for simple models such computations have actually been done. 

The goal of this article is to give a brief introduction to the physical back
ground of M C T , then to review some of the main predictions of the theory and to 
illustrate these by means of results from experiments and computer simulations. In 
the final section we will discuss a few recent developments of the theory and offer 
our view on what aspect of the dynamics of supercooled liquids can be understood 
with the help of M C T . 

Mode-Coupling Theory: Background and Basic 
Equations 
In this section we give some historical background of the work that led to the 
so-called mode-coupling equations, the starting point of M C T . Then we present 
these equations and some important special cases of them, the so-called schematic 
models. 

In the seventies a considerable theoretical effort was undertaken in order to 
find a correct quantitative description of the dynamics of dense simple liquids. 
By using mode-coupling approximations [5], equations of motion for density cor
relation functions, described in more detail below, were derived and it was shown 
that their solutions give at least a semi-quantitative description of the dynamics 
of simple liquids in the vicinity of the triple point. In particular it was shown 
that these equations give a qualitatively correct description of the so-called cage 
effect, i.e. the phenomenon that in a dense liquid a tagged particle is temporarily 
trapped by its neighbors and that it takes the particle some time to escape this 
cage. For more details the reader is referred to Refs. [6] and references therein. 

A few years later Bengtzelius, Gotze and Sjolander (BGS) simplified these 
equations by neglecting some terms which they argued were irrelevant at low tem
peratures [7]. They showed that the time dependence of the solution of these 
simplified equations changes discontinuously if the temperature falls below a crit
ical value T c . Since this discontinuity was accompanied by a diverging relaxation 
time of the time correlation functions, this singularity was tentatively identified 
with the glass transition. 
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30 SUPERCOOLED LIQUIDS 

Let us be more specific: The dynamics of liquids is usually described by means 
of F(q, £), the density autocorrelation function for wave vector g, which is defined 
as: 

1 N 

F(& t) = -^(Spm(q, t)6p(q, 0)) with p(g, t) = £ exp(tg • ^(t)), (1) 
i V i=i 

where N is the number of particles and fj(t) is the position of particle j at time t. 
The function F(g,t), which is also called intermediate scattering function, can be 
measured in scattering experiments or in computer simulations and is therefore of 
practical relevance. 

For an isotropic system the equations of motion for F(g, t) can be written as 

F(q, t)+tf(q)F(q, *)+jf [M°(q, t - f ) + ff(q)m(q, t - if)] F(q, H)dH = 0 . (2) 

Here Q(q) is a microscopic frequency, which can be computed from the struc
ture factor S(q) via 0 2(g) = q2kBT/(mS(q)) (m is the mass of the particles and 
kB Boltzmann's constant), the kernel M°(g, t) describes the dynamics at short 
times and gives the only relevant contribution to the integral at temperatures 
in the vicinity of the triple point, whereas the kernel m(q11) becomes impor
tant at temperatures where the system is strongly supercooled. If we assume 
that M°(q,t) is sharply peaked at t = 0, and thus can be approximated by a 
<5-function, M°(g,£) = i/(g)J(t), we recognize from Eq. (2) that the equation of 
motion for F(q,t) is the same as the one of a damped harmonic oscillator, but 
with the additional complication of a retarded friction which is proportional to 
m(g,t). 

It has to be emphasized that these equations of motion are exact, since 
the kernels M°(g,£) and m(q, t) have not been specified yet. In the approxi
mations of the idealized version of mode-coupling theory, the kernel ra(g,£) is 
expressed as a quadratic form of the correlation functions F(g,t), i.e. m(q, t) = 
JLk+f=$V(& k,p)F(k, t)F(p, t), where the vertices V(q; k,p) can be computed from 
S(q). With this approximation one therefore arrives at a closed set of coupled 
equations for F(g,t), the so-called mode-coupling equations, whose solutions thus 
give the full time dependence of the intermediate scattering function. These are 
the above mentioned equations that were proposed and studied by BGS [7]. It 
is believed that they give a correct (self-consistent) description of the dynamics 
of a particle at short times, i.e. when it is still in the cage that is formed by its 
neighbors at time zero, and of the breaking up of this cage at long times, i.e. up 
to the time scales when the particle finally shows a diffusive behavior. 

We also mention that in Eq. (2) the quantities 0 2(g), M°(q,t) and V(q\h,p) 
depend on temperature. This temperature dependence is assumed to be smooth 
throughout the whole temperature range, an assumption which is supported by 
experiments and computer simulations. Thus any singular behavior in the solution 
of the equations of motion are due to their nonlinearity and not due to a singu
larity in the input parameters. Since the strength of this nonlinearity is related 
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3. KOB The Mode-Coupling Theory of the Glass Transition 31 

to the (temperature dependent) structure factor, we thus see that the relevant 
temperature dependence of the solution of Eq. (2) comes from the one of S(q). 

Due to the complexity of the mode-coupling equations their solutions can, 
unfortunately, be obtained only numerically. Therefore BGS made the approxima
tion, which was proposed independently also by Leutheusser [8], that the structure 
factor is given by a tf-function at the wave vector q0, the location of the main peak 
in S(q) [7]. With this approximation Eq. (2) is transformed into a single equation 
for the correlation function for q^ all the other equations vanish identically. By 
writing $(t) = F(q0,t)/S(qo) we thus obtain 

#(*) + Q2$(t) + u9(t) + fi2 / ' m[$(t - *')]*(*')*' = 0, (3) 
Jo 

where ra[$] is a low order polynomial in Such an equation for a single (or 
at most very few) correlation function is called a schematic model Originally it 
was believed that such schematic models reproduce some essential, i.e. universal, 
features of the full theory. In the meantime it is understood what these universal 
features of the full theory are. Therefore we know now, how to construct schematic 
models, i.e. memory kernels ra[$], so that they reproduce the desired features of 
the full M C T equations. 

We mentioned above that in the full mode-coupling equations the relevant 
temperature dependence of the equations is given by the one of the structure 
factor, which enters the coefficients of the quadratic form of the memory kernel 
m(g, t). In analogy to this one therefore assumes that in the schematic models the 
coefficients of the polynomial m[$] are also temperature dependent. 

Since in these simplified models the details of all the microscopic informar 
tion has been eliminated they cannot be used to understand experimental data 
quantitatively. However, their greatly reduced complexity, as compared to the full 
equations, make them amenable to analytic investigations from which many qual
itative properties of their solutions can be obtained. Thus many of the predictions 
of M C T stem from studying the solutions of the schematic models, work that 
was done in the last ten years mainly by Gotze, Sjogren and coworkers. We will 
discuss these predictions in more detail in the next section. For the moment we 
just mention briefly that the analysis of the schematic models shows that if the 
nonlinearity, given by the memory kernel ra[$(£)], exceeds a certain threshold, the 
solution of the equation does not decay to zero even at infinite times. This means 
that a density fluctuation that was present at time zero does not disappear even 
at long times, i.e. the system is no longer ergodic. Thus in this (ideal) case this 
dynamic transition can be identified with the glass transition. 

We mentioned earlier, that when BGS wrote down for the first time what today 
are called the mode-coupling equations [Eq. (2), with m(q, t) given as a quadratic 
function of F(#,£)], they neglected in these equations certain terms. Later it was 
found that at very low temperatures these terms do become important, since they 
lead to a qualitatively different behavior of the time dependence of the solution of 
the equations of motion [9]. In particular it was shown that the above mentioned 
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32 SUPERCOOLED LIQUIDS 

singularity in this solution disappears, i.e. that even at low temperatures all the 
correlation functions decay to zero at long times and that thus the system is always 
ergodic. Since one of the mechanisms that can lead to the relaxation of the system, 
and that is not taken into account by the idealized mode-coupling equations, is 
a process in which one particle overcomes the walls of its cage in an activated 
way, these processes are usually called hopping processes. The version of M C T in 
which the effects of such hopping processes are taken into account is called the 
extended version of M C T . So far, however, the investigations of such processes 
has been restricted to discuss solutions of mode-coupling equations in which the 
hopping processes have been taken into account only in a crude way, since even in 
these relatively simple cases the addition of one additional parameter, the strength 
of the hopping processes, makes the discussion of the solution quite a bit more 
cumbersome, as compared to the case where hopping is absent. Nevertheless, it is 
of course important to gain insight whether the presence of such hopping processes 
changes all the predictions of the idealized M C T or whether there are only a few 
which are modified, since, after all, in real materials such processes are always 
present. We will see in the next section to what extend the solutions of the mode-
coupling equations of the idealzed theory differ from the ones in which hopping 
processes are taken into account. 

Mode-Coupling Theory: Predictions and Tests 
In this section we will present some of the main predictions of M C T and compare 
these with the results of experiments and computer simulations of supercooled 
liquids. The results presented here are by no means comprehensive in that the 
theory makes significantly more predictions, quite a few of which have been tested 
in experiments or computer simulations, which we do not discuss here. For a 
better overview the reader is referred to the review articles [4] and the collection 
of articles in Ref. [10]. 

One of the main predictions of the idealized version of M C T is that there exists 
a critical temperature Tc at which the self diffusion constant D , or the inverse of 
the a-relaxation times r of the correlation functions, vanishes with a power-law, 
i.e. 

D o c r - l o c ( T - T c ) 7 , (4) 

where the exponent 7 is larger than 1.5. Thus one can attempt to see whether for a 
given system the low temperature dependence of these quantities is given by such a 
law. In Fig. 1 we show that for a binary Lennard-Jones system such a temperature 
dependence can indeed be found and that the critical temperature Tc is, in accor
dance with M C T , independent of the quantity investigated. Furthermore M C T 
predicts that the exponent 7 should be independent of the quantity investigated. 
From the figure we recognize that this is reasonably well fulfilled for this system 
if one compares the two relaxation times or the two diffusion constants with each 
other, that, however, the exponents for D and r - 1 are definitely different. Thus 
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3. KOB The Mode-Coupling Theory of the Glass Transition 33 

this prediction of the theory does not seem to hold for this particular system. 
It is very instructive to study the full time and temperature dependence of 

the solution of schematic models of the form given in Eq. (3), since they can be 
compared with the relaxation dynamics of real systems and thus allow to perform 
a more stringent test of the theory. In Fig. 2 we show the correlation functions 
for a model with m($) = A i $ 4- A2$ 2 , with A» > 0, that were computed by Gotze 
and Sjogren [12] (with no hopping processes). The different curves correspond 
to different values of the coupling parameters A* and are chosen such that their 
distance to the critical values decreases like 0.2/2 n for n = 0 ,1 , . . . (liquid, curves 
A , B , C . . . ) and increases like 0.2/2* for n = 0 ,1 , . . . (glass, curves F \ D \ . . . ) . 
Note that what in real systems corresponds to a change in temperature corresponds 
in these schematic models to a change in the coupling constants A*. In order to 
simplify the language we will, however, in the following always use temperature as 
the quantity that is changed. 

From Fig. 2 we recognize that at short times the correlation functions show a 
quadratic dependence on time, which is due to the ballistic motion of the particles 
on these time scales. For high temperatures, curve A , this relaxation behavior 
crosses directly over to one which can be described well by an exponential decay. 
If the temperature is decreased, curve D, there is an intermediate time regime, 
the so called /^-relaxation regime, where the correlation function decays only very 
slowly, i.e. the $ versus log(t) plot exhibits an inflection point. For even lower 
temperatures, curve G , the correlation functions show in this regime a plateau 
(log(t) « 5). Only for even longer times the correlation function enters the so-
called a-relaxation regime, the time window in which it finally decays to zero. 

The reason for the existence of the plateau is the following: At very short 
times the motion of a particle is essentially ballistic. After a microscopic time 
the particle starts to realize that it is trapped by the cage formed by its nearest 
neighbors and thus the correlation function does not decay any more. Only for 
much longer times, towards the end of the ^-relaxation, this cage starts to break 
up and the particle begins to explore a larger and larger volume of space. This 
means that the correlation function enters the time scale of the a-relaxation and 
resumes its decay. 

The closer the temperatures is to the critical temperature T c , the more this 
^-relaxation region stretches out in time and the time scale of the a-relaxation 
diverges with the power-law given by Eq. (4), until at T c the correlation function 
does not decay to zero any more. Upon a further lowering of the temperature 
the height of the plateau increases and the time scale for which it can be observed 
moves to shorter times. M C T predicts that for temperatures below T c , this increase 
in the height of the plateau is proportional to y/Tc — T, which was indeed confirmed 
by, e.g., neutron scattering experiments on a polymer glass former [13]. 

Apart from the existence of a critical temperature T c , one of the most impor
tant predictions of the theory is the existence of three different relaxation processes, 
which we have already seen in curve G of Fig. 2. The first one is just the trivial 
relaxation on the microscopic time scale. Since on this time scale the microscopic 
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34 SUPERCOOLED LIQUIDS 

Figure 1: Temperature dependence of the diffusion constant D and the inverse 
relaxation times r for the intermediate scattering function for the two types of 
particles (type A and type B) in a binary Lennard- Jones system. The straight 
lines are fits with a power-law. Reprinted with permission from reference [11]. 
Copyright 1994 The American Physical Society. A l l rights reserved. 

1 102 104 10s K)3 

t (unifs of Q'1) 

Figure 2: Time dependence of the correlation functions as computed from a 
schematic model without hopping processes. The different curves correspond 
to different values of the coupling parameters (see text for details). Reprinted 
with permission from reference [12]. Copyright 1988 The American Chemical 
Society. A l l rights reserved. 
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3. KOB The Mode-Coupling Theory ofthe Glass Transition 35 

details of the system are very important, hardly any general predictions can be 
made for this time regime. This is different for the second and third relaxation 
processes, the aforementioned /?- and a-relaxation. For these time regimes M C T 
makes quite a few predictions, some of which we will discuss now. Note that the 
predictions, as stated below, are correct only in leading order in o = (T c — T)/Tc. 
The corrections to this asymptotic behavior have recently been worked out for 
the case of a hard sphere system and it was found that they can be quite signif
icant [14]. Thus for a quantitative comparison between experiments and M C T , 
these corrections should be taken into account. 

For the ^-relaxation regime M C T predicts that its time scale ta diverges upon 
approach to the critical temperature Tc as 

ta<x\T-Tc\ll2a , (5) 

with 0 < a < 1/2. Note that this type of singularity is predicted to exist above and 
below T c . This divergent time scale can be seen in Fig. 2, in that the inflection point 
of the correlation function in the /^-relaxation regime moves to larger times when 
the temperature is decreased to T c + 0 and that the time it takes the correlator 
to reach the plateau diverges when the temperature is increased to Tc — 0. Light 
scattering experiments have shown that the divergence of the time scale of the 
^-relaxation, as given by Eq. (5), can indeed be found in real materials [15, 16]. 

Furthermore the theory predicts that in the /^-relaxation regime the factor
ization property holds, by which the following is meant. If we consider a real 
system, as opposed to a schematic model, we have correlation functions F(g, i) 
which correspond to different values of g, see Eq. (2). The factorization property 
says now that in the ^-relaxation regime these space-time correlation functions 
can be written as 

F(q,t) = fc(q) + h(q)^g±(t/ta) , (6) 

where the (g-dependent) constant fc(q) is the height of the plateau, and is also 
called nonergodicity parameter, the amplitude h(q) is independend of temperature 
and time, and the ± in g± corresponds to o ^ 0. Thus the time dependence 
of the correlation function enters only through the q-independent function g±(t) 
which is therefore, for a given system, "universal". Equation (6) means that, in 
the /^-relaxation regime, the time correlations are completely independent from the 
spatial correlation, which is in stark contrast to other types of dynamical processes 
such as, e.g., diffusion, where the relaxation time of a mode for wave vector q is 
proportional to g~ 2. 

In order to check whether for a given system the factorization property holds, 
one can consider the space-Fourier transform of Eq. (6) which gives F(r , t ) = 
fc(r) + H(r)y/og±(t). Making use of this last equation, it is simple to show that 
the ratio 

F(r,t) - F ( r , f ) £ M 
F(r',t)-F(r',t') H(r>) ( > 

is independent of time (here r and r ' are arbitrary and t and f are times in the /?-
relaxation regime). In Fig. 3 we show this ratio for the distinct part of the van Hove 
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36 SUPERCOOLED LIQUIDS 

correlation function of the binary Lennard-Jones system mentioned above. Every 
curve corresponds to a different time tt all of which belong to the ^-relaxation 
regime. (The value of t1 is kept fixed at 3000 reduced time units and r1 = 1.05.) 
We see that all the curves lie in a narrow band, which shows that the left hand 
side of Eq. (7) is indeed independent of time, i.e. that the factorization property 
holds. Thus we see that for this system the time dependence of the correlation 
functions are indeed given by a single function g~(t). The same results were found 
for the dynamics of colloidal suspensions [16]. 

It can be shown that the full time dependence of g±(t) can be computed if 
one number A, the so-called exponent parameter, is known. This parameter can in 
turn be computed from the structure factor, although such a computation is rather 
involved and therefore A is often used as a fit parameter in order to fit g±(t) to the 
data. The result of such a fit is shown in Fig. 4 (dotted curve) where we show the 
incoherent intermediate scattering function of the Lennard-Jones system discussed 
above, versus t / r (T) . From this figure we recognize that for this Lennard-Jones 
system the functional form provided by M C T is able to fit the data very well in 
the late part of the ^-relaxation regime. However, for this system the early fi-
relaxation regime is not fitted well by the /^-correlator [18]. The reason for this is 
likely the strong influence of the microscopic dynamics. This view is corroborated 
by the fact that if the dynamics is changed from a Newtonian one to a stochastic 
one, the observed /^-relaxation is much more similar to the one predicted by the 
theory [19]. In addition to this, light scattering experiments have shown that in 
colloidal systems the whole ^-relaxation regime can be fitted very well with the 
^-correlator [16, 20] thus showing that there are systems for which the ^-correlator 
gives the correct description of the dynamics in the ^-relaxation regime. 

The calculation of g±(t) from A is rather complicated and therefore has to be 
done numerically. However, for fitting experimental data, it is often more useful to 
have simple analytic expressions at hand, even if they are correct only in leading 
order in o, and M C T provides such expressions. It can be shown that in the early 
/^-relaxation regime, i.e. the time range during which the correlator is already 
close to the plateau, but has not reached it yet, the function g±(t) is a power-law, 
i.e. 

9±(t/ta) = (t/tay* , t / t , < l , (8) 

where the exponent a is the same that appears in Eq. (5). This time dependence 
is often also called critical decay. 

For times in the late /^-relaxation regime, i.e. in the time interval where the 
correlator has already dropped below the plateau but is still in its vicinity, M C T 
predicts that <?-(£) is given by a different power-law, the so-called von Schweidler 
law: 

9-(tlU) = -B(tlU)h ,*/*<, > 1 , (9) 

where the exponent b (0 < 6 < 1) is related to a via the nonlinear equation 

r 2 ( l ~ a ) / r ( 1 ^ 2 a ) = r 2 ( l + 6 ) / r ( l + 26) , (10) 
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0.0 o!5 Yo 1.5 2l0 ^ 2.5 

r 
Figure 3: Ratio of critical amplitudes for different times in the /^-relaxation 
regime for the distinct part of the van Hove correlation function in a binary 
Lennard-Jones system. Reprinted with permission from reference [17]. Copy
right 1995 The American Physical Society. A l l rights reserved. 
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Figure 4: The incoherent intermediate scattering function F8(q> t) for a binary 
Lennard-Jones mixture versus rescaled time t/r(T) for different temperatures 
(solid lines). The dotted curve is a fit with the functional form provided by 
M C T for the /?-relaxation regime. The dashed curve is the result of a fit with 
the K W W function. Reprinted with permission from reference [18]. Copyright 
1995 The American Physical Society. A l l rights reserved. 
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38 SUPERCOOLED LIQUIDS 

and is the T-function. Furthermore it can be shown that the left (or the 
right) hand side of this equation is equal to the exponent parameter A, which we 
have introduced before. Thus if one knows one element of the set {a, 6, A}, this 
relation and Eq. (10) can be used to compute the two other elements of this set. 
Light scattering experiments have shown that both power-laws, Eqs. (8) and (9), 
can be observed in real materials and that Eq. (10) is indeed satisfied [15, 16]. 

We now turn our attention to the relaxation of the correlation functions on 
the time scale of the a-relaxation. One of the main results of M C T concerning 
this regime is the so-called time-temperature superposition principle (TTSP), also 
this valid to leading order in a. This means that the correlators for different 
temperatures can be collapsed onto a master curve ^ if they are plotted versus 
t / r , where r is the a-relaxation time, i.e. 

«(*) = * ( * / T ( T ) ) . (11) 

As an example for a system in which the TTSP works very well we show in Fig. 4 
the time dependence of F8(qit)1 the incoherent intermediate scattering function, 
of the Lennard-Jones system discussed above, versus rescaled time t/r(T). In 
accordance with M C T , the curves for the different temperatures fall onto a master 
curve, if the temperature is low enough. Furthermore the theory predicts that 
this master curve can be fitted well with the so-called Kohlrausch-Williams-Watts 
(KWW) function, $(t) = Aexp(-( t / r (T)^) . The result of such a fit is included 
in the figure as well (dashed curve) and from it we recognize that this prediction 
of the theory holds true also. 

Contrary to the situation in the ^-relaxation regime, where the time depen
dence of the different correlation function was governed by the single function 
g±(t), M C T predicts that in the a-regime the relaxation behavior of different cor
relation function is not universal. This means that not only the amplitudes A in 
the K W W function, but also the exponent /? will depend on the correlator consid
ered. That such dependencies indeed exist has been demonstrated in experiments 
and computer simulations [18, 21]. 

Although M C T predicts that the shape of the relaxation curves will depend 
on the correlation function considered, the theory also predicts that all of them 
share a common property, namely that all the corresponding relaxation times 
diverge at Tc with a power-law whose exponent 7 is independent of the correlator, 
see Eq. (4). Also this prediction was confirmed in experiments and in computer 
simulations [16, 18]. 

Furthermore the theory also predicts the existence of an interesting connection 
between the exponents a and 6, which are important for the ^-relaxation [see 
Eqs. (8) and (9)], and the exponent 7, which governs the time scale of the a-
relaxation [see Eq. (4)], in that 

7 = l / 2a + l/26 (12) 

should hold. Thus, according to M C T , from measurements of the temperature 
dependence of the a-relaxation time we can learn something about the time de
pendence of the relaxation in the ^-relaxation regime and vice versa. 
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3. KOB The Mode-Coupling Theory of the Glass Transition 39 

Before we conclude this section we return to the extended version of M C T , i.e. 
that form of the theory in which the hopping processes are taken into account. In 
Fig. 5 we show the solution of the same schematic model which was discussed in the 
context of Fig. 2, but this time with the inclusion of hopping processes [12]. From 
this figure we recognize that the main effect of such processes is that the correlation 
functions decay to zero at all temperatures, which shows that the system is always 
ergodic. Thus one might conclude that the concept of a critical temperature does 
not make sense anymore, since there is no temperature at which the relaxation 
times diverge. This is, however, not the case. If the hopping processes are not too 
strong, there still will exist a temperature range in which the relaxation times will 
show a power-law behavior with a critical temperature T c . However, this power-
law will not extend down to Tc but deviations will be observed in the vicinity of T c , 
in that the temperature dependence of r will be weaker than a power-law. Thus, 
despite the presence of the hopping processes it is still possible to identify a T c . 

As a comparison between the corresponding curves in Figs. 2 and 5 shows, 
also the relaxation behavior of the correlation functions are not affected too much 
by the hopping processes, if one is not too close to Tc. Therefore many of the 
predictions that M C T makes for the relaxation behavior hold even in the presence 
of such processes. As an example of how important it can be to take into account 
the hopping processes for the interpretation of real data very close, or below, T c , 
we show in Fig. 6 the results of a light scattering experiment on calcium potassium 
nitrate (CKN) in a temperature range which includes Tc = 378 K [22]. Shown is 
the imaginary part of the susceptibility, i.e. the time Fourier transform of the 
intermediate scattering function, multiplied by the frequency u. In the left figure 
the data is analyzed by using the idealized version of M C T and we recognize 
that although the theory (smooth curves) fits the data (wiggly curves) well for 
temperature above T c , significant deviations occur at lower temperatures, since 
there the hopping processes become important. If these are taken into account 
in a phenomenological way, the agreement between theory and experiment is very 
good for the whole temperature range (right part of the figure). It has to be noted 
that in the latter set of fits the theory makes use of one additional fit parameter, 
the strength of the hopping processes. Nevertheless, the inclusion of the hopping 
processes has improved the agreement between theory and experiment in such 
a dramatic way, that the price of one additional fit parameter seems to be well 
justified. 

Conclusions 
The goal of this article was to give a concise introduction to the mode-coupling 
theory of the glass transition. For this we briefly described the origin of the theory 
and explained some of its main predictions. Although we have presented here only 
a few results of the tests by which the capability of the theory to describe the 
dynamics of supercooled liquid were investigated, we mention that in the last few 
years many other such tests were performed [10]. Most of them showed that the 
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1 102 10 4 I05 K)1 

r (units of Q" !) 

Figure 5: Time dependence of the correlation functions as computed from a 
schematic model with hopping processes. The different curves correspond to 
different values of the coupling parameters (see text for details). Reprinted 
with permission from reference [12]. Copyright 1988 The American Chemical 
Society. A l l rights reserved. 
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theory is at least able to describe certain aspects of this dynamics and that there 
exist systems for which the predictions of M C T are correct in surprisingly great 
detail. One unexpected result that came out of these tests is that M C T seems to 
work reasonably well even for systems that are very different (e.g. polymers) from 
the simple liquids for which the theory was originally devised. Thus one might 
tentatively conclude that the basic mechanism that leads to the slowing down of 
a liquid upon supercooling is not specific to simple liquids and can be described 
with the help of M C T . 

It is interesting to note that most of the systems for which M C T gives a good 
description of the dynamics belong to the class of fragile glass formers [23], i.e. are 
systems that show a significant change of their activation energy if their viscosity 
is plotted in an Arrhenius plot. This bend occurs at a temperature that is about 
10-40 K above the glass transition temperature and investigations of the dynamics 
of these systems have shown that the Tc of M C T is in the vicinity of this bend. 
In the ideal version of M C T , Tc corresponds to the temperature at which the 
system undergoes a structural arrest. Since in experiments it is found that at the 
temperature Tc the viscosity of the systems is significantly enhanced with respect 
to the one at the triple point but by no means large, we thus must conclude that 
for most real systems the hopping processes, which are neglected in the idealized 
theory, become important in the vicinity of T c . Therefore for temperatures in the 
vicinity of Tc the extended version of the theory has to be used. However, despite 
the presence of these hopping processes, the signature of the sharp transition of 
the idealized theory is still observed and gives rise to a dynamical anomaly in 
the relaxation behavior of the system, e.g. the pronounced bend in the viscosity. 
Thus from the point of view of M C T the dynamics of supercooled liquids can 
be described as follows: In the temperature range where the liquid is already 
supercooled, but which is still above T c , the dynamics is described well by the 
idealized version of M C T . In the vicinity of Tc the extended version of the theory 
has to be used, whereas for temperatures much below Tc it is likely that the simple 
way M C T takes into account the hopping processes is no longer adequate and a 
more sophisticated theory has to be used. 

Prom the above one might get the impression that M C T is applicable only for 
fragile glass formers and not for strong ones. That this is not necessarily the case 
is shown by a recent calculations by Franosch et al. who have shown that also 
features in the dynamics of glycerol, a glass former that is rather strong, can be 
described well by simple schematic models [24]. Whether this is also true for very 
strong glass formers such as Si02 remains to be seen, however. 

In this article we have shown that M C T is able to give a qualitative correct 
description of the dynamics of certain supercooled liquids in that, e.g., the relax
ation of system in the ^-regime shows the critical decay or the von Schweidler law 
predicted by the theory. To this two important comments have to be added: The 
first one is that the predictions of the theory that have been presented here are 
valid only asymptotically close to Tc. If one considers temperatures that have a 
finite distance from T c , corrections to the mentioned scaling laws become impor-
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tant. Some of these corrections have very recently been computed for a model of 
hard spheres and it was found that they can be quite important in order to make 
a consistent analysis of experimental data within the framework of M C T [14]. The 
second comment we make is, that M C T is not only able to make qualitative state
ments on the relaxation behavior of supercooled liquids but that it is also able to 
predict the non-universal values of the parameters of the theory, such as T c , the 
exponent parameter or the g-dependence of the nonergodicity parameter, reason
ably well [16, 20, 25]. Unfortunately these last types of calculations are rather 
involved, since one has to take into account the full wave-vector dependence of the 
mode-coupling equations, and thus have been done only for a few cases. Despite 
these difficulties it would be very useful to have more investigations of this kind 
since they allow to test the range of applicability of the theory to a much larger 
extend that the tests of the "universal" predictions of the theory allow. 

Acknowledgments: We thank W. Gotze for many useful comments on this 
manuscript. Part of this work was supported by the D F G under SFB 262/D1. 
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Chapter 4 

Basic Physics of the Coupling Model: Direct 
Experimental Evidences 

K. L. Ngai and R. W. Rendell 

Naval Research Laboratory, Code 6807, 4555 Overlook Avenue, SW, 
Washington, DC 20375-5320 

The fundamental results of the Coupling Model, i.e. crossover from 
independent relaxation at short-times to slowed down cooperative 
relaxation at a temperature independent time tc, are represented by three 
equations. They are shown to be in accord with experimental data in 
molecular glass formers, glass-forming, glassy or crystalline ionic 
conductors, and concentrated colloidal suspensions. Emphasis is given in 
this work to the colloidal suspensions which have the advantage of the 
absence of vibrational contributions and the experimentally measured 
intermediate scattering function is attributed entirely to diffusion 
dynamics. Direct evidences of such crossover are demonstrated. These, 
together with the many successful applications of the predictions to 
several fields and many materials have led us to believe that the 
Coupling Model has captured the basic physics of relaxation in materials 
with many-body interactions. We mention in passing that the theoretical 
basis of the Coupling Model is closely related to chaos in Hamiltonian 
dynamical systems. 

The coupling model (CM) (1-3) is a general approach to dynamics of constrained or 
interacting systems, that has been shown to be applicable in depth to many problems of 
relaxation in different materials (4-6). Interaction between relaxing units implies 
cooperativity between them and vice versa. Thus, the effect of the many-body interactions 
on relaxation can be rephrased as cooperativity in the context of the C M . Several 
approaches to this problem have been proposed. Recent versions of the coupling theory are 

This chapter not subject to copyright. Published 1997 American Chemical Society 45 
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46 SUPERCOOLED LIQUIDS 

based on classical mechanics for systems that exhibit chaos caused by the anharmonic 
(rK>nlinear) nature of the interactions between the basic molecular units (2,3,7). For example, 
(i) intermolecular interaction between monomer units in polymers and small molecules in a 
glass-forming van der Waals liquid modeled by the Lennard-Jones potential; (ii) the 
entanglement interaction between polymer chains; (Hi) Coulomb interaction between ions in 
glass-forming electrolytes including the much studied 0.4Ca(NO3>0.6KNO3 (CKN); and 
(iv) hard-sphere like interaction between colloidal particles (8-10) are all highly anharmonic 
and they give rise to chaotic dynamics (6). Although a rigorous theory based on first 
principles is still at large, there are theoretical results supporting the basic elements of the 
C M (1-3). The common misconception that the C M is entirety phenomenological is not 
accurate. Future development in theory may best be in the hands of experts in the dynamics 
of nonlinear Hamiltonian systems (7) and not necessary by us who have no formal training in 
this field. Whatever the future course of development of the theory, we are quite confident 
that the results of the C M are essentially correct. This confidence is gained by: (a) the results 
being borne out by simple models (2,3) and the fact that manifestation of the effect of chaos 
is usually general, so that behavior found in simple systems carries over to more complicated 
ones; (b) the many successes of the C M in its applications to a variety of challenging 
problems in several fields (4-6) which represent the bulk of the effort of our group of 
coworkers, and (c) the direct verification of the fundamental physics of the C M by recent 
exr^riments. The latter include quasielastic neutron scattering exr^riments in several 
polymers including polyvinylchloride (11), polyisoprene and polybutadiene (12); very high 
frequency dielectric measurements for glassy and non-glassy ionic conductors (13,14) and 
glass-forming molten salts (14,15). D.c. conductivity measurements of glassy and non-glassy 
ionic conductors up to high temperatures where the conductivity relaxation time is of the 
order of a picosecond or less (16-20); and molecular dynamics simulations of small molecule 
liquids (21). The fundamental results of the coupling theory, which have remained 
unchanged since its inception fifteen years ago (1), are restated here as follows. There exists 
a temperature insensitive cross-over time, tCi before which (t<tc) the bask units relax 
independently with correlation function 

<t>(r)=exp(-—) (1) 

and afterwards (t>tc) with a slowed-down nonexponential correlation function. A 
particularly convenient function which is compatible with both conputer simulations and 
experimental data for coupled systems is 

• ( 0 = a p H - V ) 1 - ] (2) 
x 

where ft is the coupling parameter whose value lies within the range 0<n<\ and depends on 
the intermolecular interaction. What distinguish the C M from other models that may also 
have the simple exponential decay at short times and later a slowed-down decay is that in 
the other models the crossover time can be shifted by external variables such as temperature. 
On the other hand, tc of the C M is determined by the interactions and the onset of chaos and 
is insensitive to changes of external variables. For motion of monomers in polymers (11,12), 
small molecules in van der Waals liquids (21) and diffusion of ions in ionic glasses (13-20), 
such a cross-over has been observed by various experimental techniques to occur at 
*e=0(lps). For motion of entangled polymer chains in melts which involves the longer length 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 47 

scale of the entanglement distance and hence weaker interaction, fc=O(10"9s). In semidilute 
solutions (22-29) interaction is further weakened and ?c=0(5xlO"5s). Large colloidal 
particles with radius=O(102nm) has a broad crossover with an onset at fc=2xl0"3s, as will be 
discussed in more detail later. 

Continuity of the two pieces of the correlation function at t=tc leads to the important 
relation 

which links the effective (i.e. after cooperative dynamical constraints between the relaxing 
molecular units have been taken into account) relaxation time, x\ to their independent (i.e. 
without taking into account of the cooperative dynamical constraints) relaxation time, x0. It 
is the fact that tc of the C M is insensitive to external variables such as temperature that 
makes equation 3 nontrivial. In other models having deceptively similar crossover hit the 
dependence of their tc on external variables being the same as x0, equation 3 formally still 
holds hit it has degenerated to become a trivial relation. It is useful to note that when 
considering macroscopic relaxation phenomena of molecular systems occurring at long 
times (ie. when t*A>>1), the condition, x A » l » holds by virtue of equation 3. As a result, 
the linear exponential exp(-i/c0) has decayed by an insignificant amount at t=tCf and the 
correlation function <))(t) is practically given at all times by the stretched exponential piece. 
Nevertheless, relation (3) still holds and we have shown that it spawns many important 
consequences that can explain many intriguing properties of different interacting systems (4-
6,23,28). For example, the various thermorheological complexities found in the viscoelastic 
spectrum of amorphous polymers (4,5), and the miscellaneous properties of ionic diffusion 
and conductivity in glass-forming ionic conductors (4,6) can be explained. The ability of the 
C M to address the fundamental short-time (microscopic) dynamics and to solve many 
practical long time (macroscopic) relaxation problems that confront most experimentalists 
all the time distinguish it from all otter models. Free volume theories (30) and 
configurational entropy theory (31), have no specific predictions on short time dynamics 
and, when applied to polymer viscoekstieity, they cannot explain the thermorheological 
complexities (4,5). These deficiencies do not mean that these theories are wrong, rather that 
they are incomplete. The effects of interaction between the relaxing units have not been 
taken into account at a sufficiently fundamental level, as they have in the C M , to capture the 
cooperative dynamics. However, we hasten to point out that when applying to the problem 
of the temperature dependence of the a-relaxation time of supercooled liquids, the C M is 
not complete either. The temperature dependence of x 0 is not given within the C M in the 
current formulation, and it needs to be imported from elsewhere. As temperature T changes, 
other thermodynamic variables such as density and entropy change and these changes 
determine in turn the ^dependence of x 0 through some theory such as those mentioned. The 
Mode Coupling Theory (MCT) (32) has addressed the short-time dynamics of density 
fluctuations of liquids, but so far has not demonstrated its use in solving any practical 
problem in the long-time regime and its application to solve problems in polymer 
viscoekstieity, ionics and etc., as the C M has been able to do. We understand that often a 
reader is interested in only in one problem (e.g. the glass transition) and maybe even in one 
aspect of the problem (e.g. existence of a fast relaxation at ps time scale, or the non-

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 5

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

00
4

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



48 SUPERCOOLED LIQUIDS 

Arrhenius T-dependence of the a-relaxation time). This decision of considering a limited 
subset of all available facts will make the task easier hit it risks the danger of not being able 
to explain or even contradicting exr^rimental facts that were excluded from consideration. 
These comparisons with other theories are used to bring out what the C M can do and also 
what it cannot do. 

The Basic Physics of the C M (Direct Experimental Evidences) 

The basic physics of the C M is embodied by the three equations (l)-(3). Even from a 
different theoretical standpoint, people will likely agree on equation 1; that it is reasonable to 
expect, at sufficiently short times, each unit relaxes independently. Equation 2 is the simplest 
representation of a non-linear-exponential process. We do not believe that it necessarily 
represents exactly all or even any one of the relaxation processes that we have applied the 
C M to. If we choose to use a different non-exponential function in place of equation 2 
which is also compatible with the data at long times, continuity of this function with 
equation 1 would again result in an equation analogous to equation 3 relating the 
independent relaxation time %> to some other cooperative relaxation time ?*. Equation 3 is 
important for application of the C M and it provides the key to explanations of many 
nontrivial problems (4-6,23,28). The many applications of the C M to different materials all 
originate as consequences of these three very simple equations. The last claim may be hard 
to believe, particularly for someone who has no previous knowledge of the many 
applications of the C M We invite anyone to took into these achievements, although we 
realize that it is difficult for those who do not have expertise in the diverse subjects covered 
to make any judgment. Nevertheless, we hope that more people will realize how pervasive 
are the applications of these apparently innocuous three equations. Although these equations 
haw been shown to be at least a consequence of simple Hamiltonian systems that exhibit 
chaos (1-3), further discussion of the former in this work will be confined to reexamining 
their validity from the experimental point of view. These three equations are amenable to 
direct experimental tests that has the experimental time window spanning across the 
crossover time tc. 

Molecular Systems. The first experimental evidence comes from quasielastic neutron 
scattering experiments in the polymers pofyvinytohloride (PVQ by Colmenero et al (11), 
and later in other polymers, polyisoprene and pofybutadiene by Zora et aL(12). These 
authors followed the procedure of Kiebel et al (33) and assumed that the intermediate 
scattering function I(Q,t) is the product of a vibrational contribution lv*£Qtf) and a 
relaxational contribution /»i(Q,0- The former was obtained by scaling a spectrum measured 
at low T, where there is negligible relaxation to the temperature of interest by the ratio of 
Bose-Einstein and Debye-Walter factors. IJLQJ) was then obtained by dividing I(Q,t) by the 
scaled IvdQj). Using this procedure, it was found by Colmenero et al and Zorn et al that 
Iid(Q>t) exhibits a crossover from equation 1 to equation 2 at tc~2 ps in these polymers. In 
r^lyvinylchloride, the % found has all the signatures of independent motion which include its 
Q"2 dependence of normal diffusion and its activation energy being close to the conformation 
energy barrier of rotation of monomers in a single chain. Equation 3 holds and relates these 
'normal' dependencies of to to the 'anomalous' dependencies of %. Similar success has been 
found from analysis of molecular dynamics simulation data of orf&Herphenyl (21). 
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However, the results have been questioned because the procedure is based on the 
assumption of harmonic behavior of the vibrational modes and there is uncertainty of the 
results at high temperatures if anharmonic effects are important. However Colmenero (34) 
has experimental facts such as the comparison between coherent and incoherent scattering 
to support the harmonic phonon hypothesis for his data. In our view, the task of removing 
the vibrational contribution in order to isolate out lAQj) is never going to be easy. The 
uncertainty of the validity of the harmonic approximation should not overshadow the 
possibility that the fast process seen in the experimental data is consistent with the 
independent relaxation given by equation 1 for t<tc, which we have also called the Ofesr 
process (15,35). The cooperative relaxation given by equation 2 for t>tc is naturally called 
the Oit^rprocess. Even in the event that the vibrations are anharmonic and the Debye-Waller 
factor at high temperatures can no longer be obtained by extrapolation of its values deduced 
from I(Q,t) measured at low temperatures under the harmonic phonon hypothesis, all is not 
lost in showing that the fast process seen in these 'fragfle' glass-formers (36) can be 
identified with the Ofea-process of the C M and that there is a crossover at some tc. Roland et 
a/.(37) have demonstrated that varying the Debye-Waller factor at high temperatures from 
the harmonic phonon values to simulate the effect of anharmonieity to calculate I^dQf) and 
then obtaining IJiQf) by taking the ratio of 7(2,0 to IvdQf) does not drastically change the 
physical picture. The resulting IJiQf) is still consistent with a crossover from the o^r 
process to the Odow-process at a slightly different tc. The parameters To, n and % are different 
from the corresponding values determined with the harmonic phonon hypothesis, but not by 
very much to suggest breakdown of the C M interpretation. Admittedly, without knowing 
exactly the anharmonieity of the vibrations there is some uncertainty in the determinations of 
the parameters TQ, n and x. However, the two main points to make are: (1) failure of the 
harmonic phonon approximation in the procedure to isolate ItdQj) does not imply failure of 
the C M to describe short-time relaxation, and (2) there is evidence that the C M 
interpretation of the short-time dynamics is robust under any circumstances of the presence 
or absence of anharmonieity effects. Kartini et al (38) have found from inelastic neutron 
scattering studies of C K N that the Debye-Waller factor deviates from the harmonic-phonon-
like behavior at 7̂ >Tg=335 K. C K N is definitely anharmonic and it is moot to check the C M 
using the harmonic phonon approximation. 

Since the criticism of the harmonic approximation comes mainly from supporters of the 
Mode Coupling Theory (MCT) (39), it is fair to examine the impact of the vibrational 
contribution on the interpretation of neutron and light scattering data by MCT. In the earlier 
comparison of MCT with incoherent neutron scattering data by Kiebel et al and coherent 
neutron scattering data by Bartsch et al (40), the harmonic phonon hypothesis was used in 
the procedure to isolate out 7^(Q,r). Nevertheless, good agreements of IidQf) with the 
MCT predictions were found (33,40). If the harmonic phonon hypothesis were not valid, 
then these good fits to illegitimately deduced relaxation data by MCT are fortuitous and 
suggests that the good fit to the susceptibility minimum data is neither necessary nor 
sufficient to conclude that MCT correctly captures the physics of the short-time dynamics. 
Most comparisons of experimental data with MCT were made without removing the 
vibrational contribution from the data. The fast P-process of the MCT fit was laid near the 
I(Qtt) data which increases with decreasing for the susceptibility %"(©) data which increases 
with increasing Co. Without knowing the vibrational contribution in this time or frequency 
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region, it is hard to evaluate how good the fit really is. Recent inelastic coherent neutron 
scattering data (41) indicates the importance of the vibrational contribution in the region of 
the fast process in polybutadiene. Finally, if the comparison of the fast dynamics of the C M 
with experiment were carried out in the same manner as that involves MCT (Le. leaving the 
vibrational contribution being uncertain), then good fits to the data by the C M would be 
already guaranteed (36). 

Ionic Glass Formers C K N is a good example of this class of ion-containing materials 
which have the structural relaxation time or the shear relaxation time <Xs> being nearly the 
same as the ionic conductivity relaxation time <%a> at least at high temperatures where these 
relaxation times become of the order of picoseconds. This condition ensures that one can 
study the fast dynamics of structural relaxation by making ionic conductivity relaxation 
measurements. If the C M holds and there is no contribution to the ax. conductivity a(co) 
other than the diffusing ions, then it predicts that a(co) consists of three stages (41- 44). At 
high frequencies, (Q>(*c) *> where ions execute independent motions with correlation function 
given by equation 1, a(co) is a frequency independent number which is denoted by a 0 . At 
lower frequencies, co<(*c)*\ when cooperative motion of the ions prevails and the 
correlation function is now given by equation 2, on decreasing to, initially a((o) has the a)*0-
dependenee and at about an coKx*)'1 it levels off to the frequency-independent d.c. 
conductivity 0 d c level. This prediction from the C M has been made several years ago and 
reiterated in a recent paper (15) in which good agreement of the C M with conductivity 
relaxation data of C K N (14,15) were made. Measurement of C K N by Cramer et al. (14,15) 
were made at frequencies above the 1011 Hz (corresponding to about 2 ps) through the THz 
and into the far infrared region, where the vibrational contribution is evident as absorption 
peaks. It was established phenomenologically in glasses (where there is no fast relaxational 
process because T<Tg) (45) that the vibrational contribution to 0(G)) extends down to low 
frequencies with an (D2-dependence. A similar frequency dependence of <T(CD) is found in 
C K N melt at high temperatures. These facts suggest the removal of the vibrational 
contribution from a(co) at lower frequencies by subtracting off the co2-dependent 
contribution extrapolated from the data at high frequencies. The difference at high 
temperatures is solely coming from the conductivity relaxation contribution from ion 
diffusion, Gim((&), and as shown in Ref.15 it exhibits the crossover at about 1011 Hz which 
corresponds to r c ~l ps (see Figure 1). The relation between % and x0 given by equation 3 
and the corresponding relation between 0 d c and o0 have been verified including the 
relation between their different temperature dependencies (42-45). Details can be found 
in Ref.15. Lunkenheimer et a/.(46) have measured a(co) of C K N up to only 10 1 0 4 5 Hz. 
Their data are in agreement with that of Cramer et al. (14,15). However, without the higher 
frequency data, it is not possible for Lunkenheimer et al. to remove the vibrational 
contribution. There is a minimum in the dielectric loss e"(co) data of Lunkenheimer et al., 
calculated by the expression, o(<o)/e0(0, and has been fit to the M C T predictions. 
Nearly the same minimum in e"(co) is evident from the data of Cramer et al. from Figure 
2. From this figure it is clear that much of the information on relaxation at higher 
frequencies above 10 1 0 4 5 Hz and the contribution from vibrations available in Cramer et 
al. is missing in Lunkenheimer et al. The latter are fully aware of this and they have 
pointed out the possibility that the minimum in e"(o>) is caused by the presence of the 
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Figure 1. Log-log plot of the frequency dependence of the contribution by ionic 
motions to the a.c. conductivity in C K N . Circles (478 K); triangles (453 K); squares 
(423 K); filled diamonds (383 K). The vertical dotted line indicates the crossover 
frequency. 
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Figure 2. Frequency dependence of the dielectric loss in C K N at high frequencies 
and several temperatures. The vertical dotted line indicates the highest frequency 
reached in the work of Reference 47. Open circles (478 K); filled triangles (453 K); 
open squares (423 K); fdled diamonds (383 K); inverted triangles (363 K); and stars 
(333 K). 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 5

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

00
4

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



52 SUPERCOOLED LIQUIDS 

vibrational contribution at higher frequencies and not related to the fast P process of 
M C T (32). 

Fast glassy ionic conductors (FGIC), unlike C K N which is a poor ionic conductor, 
can have conductivity relaxation time becoming short by raising temperature but still 
staying within the glassy state. The short-time dynamics of ions can be probed by the 
a.c. conductivity method described in the previous paragraph. This is an example of 
relaxation of an interacting system which has little to do with the glass transition 
problem because T here is always below Tg and yet the phenomenology are very similar 
to the short-time dynamics of die glass-former C K N in the melt. The best example is 
the work of Cramer et al (13) on 0.44LiBr-0.56Li 20-B 2O 3. Again, as in C K N , at high 
temperatures when ionic diffusion is the dominant contribution to o((0), there is a 
crossover of o((0) at a frequency of about 10 1 ! Hz from a frequency independent a0 to 
the ©""-dependence and at about an coKt*)"1 it levels off to the frequency-independent d.c. 
conductivity a d c (see figure in Reference 13). Quantitative details of correspondence of 
the experimental data with the C M can be found in paragraph (k) and Table I of Ref.6 
and will not be reiterated here. To dramatize this further, we can include crystalline 
ionic conductors Na p-alumina and RbAgI0 4 , whose short-time conductivity relaxation 
behavior (42,48,49) is no different from the glassy ionic conductors and C K N . There is 
also a minimum at high frequencies in the £"(<*>) of these solid state materials and 
possibly an MCT-fit may even work. It does not seem likely that a fluid theory like 
MCT is applicable to ionic motions in the solid state, glassy or crystalline. In these 
cases, the minimum in the e"(o)) is certainly due to vibrational absorption, causing the 
rise of e"(co) at high frequencies and hence the minimum. In view of the connection that 
has been made between the conductivity relaxation of C K N to M C T (47), it seems 
obligatory for workers in the field of glass transition in supercooled liquids to pay 
homage to these remarkably similar behaviors in the entirely different systems. The 
common behavior found in the glass-forming C K N melt, the fast ionic conductors in the 
glassy or crystalline state is caused by them all being interacting ionic systems. If the 
physics of relaxation in many-body interacting systems has been captured by the C M , 
then it is not surprising that the C M can explain all of them (4,6,15,17,42-45) at the 
same time. 

Crossover of Temperature Dependence of a* at High Temperatures. High 
frequency conductivity measurement in the GHz to THz range that is necessary to 
characterize the short-time dynamics at isothermal conditions is difficult to perform. It 
is much easier to measure the d.c. conductivity, Gdc, as a function of temperature to 
reach high temperatures where the conductivity relaxation time, x 0 , is of the order of 
picoseconds or shorter. According to the C M , since tc is also of the order of a 
picosecond, both and to measured under this high temperature condition pertain to 
the independent motion of the ions with correlation function given by equation 1 and x 0 

can be identified with %^uzxp(EJRT). Since Odc=e<£j%a (50), the temperature 
dependence of to or x 0 is mirrored by that of the measured Gdc. Therefore, the C M 
expects that by increasing T, the T-dependence of <J<tc will eventually cross over to 
reveal the T-dependence of %>. The latter, calculable from ado should have readily 
interpretable physical meaning because %Q is unencumbered by complicating effects 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 53 

including cooperativity. For example, its apparent activation energy can be identified 
with a realistic energy barrier of independent relaxation, and the reciprocal of its 
prefactor is the attempt angular frequency which should correspond to some peak 
frequency of the infrared or Raman spectrum. These properties associated with the 
expected crossover of G d c at high temperatures have been found in many ionic 
conductors, including glass-formers such as C K N , fast glassy ionic conductors and 
crystalline ionic conductors (17-20,42,48). 

For glass-formers at temperatures below Tg under isostructural conditions, %a is long 
compared with tc, the ion diffusion correlation function is given by equation 2, 
Xo=[r(l/P)/p]x*, where psl-n, and x* is related to the independent relaxation time Xo^ 
in the glassy state by equation 3. In the glassy state, 0dc and hence x 0 have Arrhenius In
dependence. Writing x c and Xo^ as Xo^-*exp(£ a7#7) and x 0

( 8W- ( g )exrX£ f l

( 8 )//?7) 
respectively, equation 3 enables the prefactor x<»(8) and the activation enthalpy Ej** of 
independent diffusion in the glassy state to be deduced from the experimental quantities, 
i.e. %Jg>=(tcf(%J)i'n and Ea®=(l-n) Ea\ From a large data base of glass-forming ionic 
conductors, we (20) found: (1) the reciprocal of %J** is in rough agreement with x» 
deduced from the high temperature data and corresponds well to the peak angular 
frequency in the measured vibrational spectrum; (2) Ea® is about the same as, or 
slightiy larger than (but by no more than 20%) the value of Ea deduced from the high 
temperature data which have the x^'s shorter than tc as described above. These good 
correspondences between x J ^ and Ea® with their counterparts at high temperature are 
expected by the C M because both sets of parameters are for independent diffusion of 
the ion, and the difference between them is caused only by the changes of 
thermodynamic variables which include T and the density. These changes should not 
have a large effect on the attempt frequency and the activation enthalpy of the 
independent motion of the ion. 

The crossover of temperature dependence of o& at high temperatures in glassy ionic 
conductors is general and occurs in non-glassy ionic conductors as well. An example of 
the latter is shown in Figure 3 for yttria stabilized zirconia containing 9.5 mol % yttria, 
an oxygen ion conductor (19). The activation energy at high temperature or 0dc, Ekjs 
clearly smaller than that, £ a*, at low temperatures or 0dc. Again, when the conductivity 
relaxation time is long the frequency dispersion is well described by equation 2 with 
n=0.57. The relation Ea=(l-n) Ea* that follows from equation 3 has again been verified 
(19). 

Entangled Polymer Chains. This subject is not as closely related to the dynamics 
of supercooled liquids as the others given in this work. We mention it briefly here 
because the length scale of entanglement interaction (i.e. the entanglement distance 
which is of the order of a few nanometers and the radius of gyration of the Gaussian 
chain which depends on the chain length and is even larger) between the chains in 
polymer melts is much larger than that between small molecular units and between ions. 
The strength of interaction between entangled chains is correspondingly weaker and we 
expect that the crossover time of Rouse dynamics (corresponding to independent 
motion of the chains) to slowed-down dynamics would be much longer than 1 or 2 ps 
found for local segmental motion in polymers and for motions in small molecular liquids 
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Figure 3. D.c. conductivity data of yttria stabilized zirconia (O) and (A). The dashed 
line indicates the high temperature activation energy of 0.50 eV. 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 55 

and ionic conductors. Experimentally, it is found that Rouse dynamics ceases and is 
slowed down after a time of the order of nanoseconds. The length scale of another 
many-body interacting system that we shall discuss in more detail in the next 
subsection, concentrated colloidal particles, as measured by their radius is even larger, 
of the order of a hundred nanometers. The interaction strength of these objects with 
larger length scale is expected to be weaker and the crossover time tc becomes much 
longer. There are experimental evidences in semidilute entangled polymer solutions, 
associating polymer solutions and interpenetrating polymer cluster solutions (22-29), 
that the correlation function measured is initially a linear exponential function of time 
and crosses over to a stretched exponential at some time tc which is of the order of (is, 
10 (LIS or even larger depending on the system (23-29). The mean squared displacement 
of these diffusing polymer systems has the same time dependence as ionic conductors 
(4,45) and the concentrated colloidal particles to be discussed next. These isomorphic 
time dependencies of diffusion in different interacting systems are in accord with the 
C M (45). 

Concentrated Colloidal Suspensions. The Brownian motions of colloidal particles 
(8,10) and polymer-micronetwork colloidal particles (9) suspended at high 
concentrations in a liquid constitute another problem of relaxations in a many-body 
interacting system that bear some resemblances to the motions of atoms in a liquid. The 
particles are nearly monodisperse with a mean radius of about 102 nm. In contrast to 
molecular systems, the diffusion of the large colloidal particles occurs at macroscopic 
times longer than a (xs and there is no vibrational contribution to complicate the analysis 
of the diffusional dynamics. This advantage of colloidal particles has enabled a direct 
observation of the crossover in dynamics proposed by the C M . Previous dynamic light 
scattering measurements and analyses (8,9) have concluded that all the predictions of 
the idealized version of MCT were verified. However, recentiy, Segre and Pusey (SP) 
(10) have found new results of Brownian motions of colloidal suspensions in their 
equilibrium and metastable fluid states also by dynamic light scattering (DLS). The 
technique enables them to obtain the normalized intermediate scattering function 

/(CO = F(Q,t)/F(Qfl), where F(Qft) = ^ " X ^ i X i ^ P ^ ' R ^ " 0 W » > -

Here Q is the scattering vector, N is the number of particles, and rt(t) is the position 
of particle i at time t. F(g,0) is the static structure factor usually denoted by 5 ( 0 . 
Information on dynamics are contained in f(Q,t). 

SP found at short times the decay of f[Q,t) is linear in /, f(Q,t}=l-Ds(Q)(?t+ 
which defines the short-time, Q-dependent diffusion coefficient, DS(Q). Equivalentiy 
stated, f(Q,t) decays exponentially, i.e. f(Qtt)=cxp(^Ds(Q)t)9 at short times. As 
pointed out by SP, the theory for DS(Q) is well understood (10) and the result is 
DS(Q)=DQH(Q)/S(Q), where H(Q) originates from hydrodynamic interactions between 
the particles and D0 is the free particle diffusion constant. 

At longer times f{Q,t) departs strongly from the single exponential decay (10). This 
crossover to a dispersive time dependence was seen in earlier works (8,9) but the short-
time diffusion part was not taken into account in the fit to MCT. We shall see later the 
short-time diffusion is the independent Brownian motion of the C M , and the observed 
crossover is related to tc. 
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Eventually, at sufficiently long times, the decay of fiQ,t) returns to another 
exponential form (10), /(ftlarge t) « exp(-j22A.(G)0 • exp(cCf<r1{t)>l6), where 
<r2(t)>=6DL(Q)t and AX0 is appropriately called the long-time diffusion coefficient. 
The return to another exponential form was apparentiy missed in the analysis of data in 
previous works (8,9) which fit the long-time decay of/(ftf) to the Kohlrausch function 
according to MCT. 

This evolution off(Q,t) from the short- to long-time regimes can be represented by a 
time-dependent diffusion coefficient Z)(ftf) defined by 

D(at)m^l/(f)dk^QA/di. (4) 

At short-times, D(Q,t) is equal to Z>s(0, but starting at some characteristic time it 
shows a decrease with time continuously over an intermediate time regime. Finally, at 
some long time it levels off to the terminal value of AX0. The ratio AX0/#s(0 is 
about 0.23 at volume fraction $=0,465 and decreases with increasing $ to 
approximately 10"3 at $=0,570. The two crossovers can be seen also through the time 
dependence of -lnflftf) as it changes from being proportional to t at short times to a 
slower increase with time at intermediate times, and later returns back to being 
proportional to t again. 

SP discovered a simple Q-scaling property of the measured f(Q,t) and D(Q,t) for 
QRZ2.5, where R is the mean radius of the particles. This scaling property is embodied 
by either equations, Pn«G,t)/G2Ds(0]=-x(O or [Z>(ftO/As(0]=X (0, where %(t) and 
X (0=dx(*)/d* are Q-independent functions of time. SP pointed out that at large Q 
(QR»3.5)9 for all times, the coherent scattering function j{Q,t) tends to the self 
(incoherent) intermediate scattering function F^iQj) which has the form 

F" (CO = expH22<Ar2(0> / 6] (5) 

where A r (t) m f(t) - f(0) is the displacement and (Ar2(t)) the mean-squared 
displacement of a single particle. Requiring f(Q,t)/(fDs(Q) reduce to equation 5 in the 
high Q-hndUfidt) can be written 

/ ( f t fl = exp ( -^^G 2 <Ar 2 (0 ) / 6) (6) 

where D f r =limQ-^oDs(0 is the short-time self diffusion coefficient and 

<r2 it)) = 6Df t for short t (7) 

Thus equation 6 indicates that for QR sufficientiy large, the coherent scattering function 
is determined by the diffusion of a single particle, scaled by the ratio of collective to self 
short-time diffusion coefficients. Identifying the observed long-time dependence of 
/(ft t) with equation 6, the long-time self diffusion coefficient r defined by 

(r2 (r)> = 6Df t for long t (8) 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 57 

are related to other quantities by 

D? ID? = DL(Q)IDS(Q) (9) 

Since the ratio on the left-hand-side of equation 9 has no Q-dependence, consequentiy 
D\IQ) and DS(Q) have the same dependence on Q as observed experimentally. 

SP pointed out that this scaling has not been predicted theoretically by MCT. In this 
paper we show that the scaling property is consistent with the coupling model (CM) 
results for diffusion of particles with many-body interactions. More importantly, we 
show the time dependencies of the scaled functions %(t) and % (f), as well as their rapid 
changes with increasing $, can be derived from an extant prediction of the C M on the 
mean squared displacement, <r2(r)>, for diffusion of units that are interacting with each 
other. This extant prediction also follows from the three equations 1-3. From now on 
the term 'diffusion' refers to motions that can be indefinitely long-range in a translational 
sense, and should be distinguished from other local relaxation processes of different nature 
such as density and reorientational fluctuations. The coherent as well as the incoherent 
intermediate scattering functions for diffusion and for these other relaxations are different. 
This difference is evident from results of mean squared displacement obtained previously for 
diffusion by the C M (45,51-54). 

In applying the C M to diffusion in the past, we have used the formalism of continuous 
time random walk (CTRW) of Montroll and Weiss (55). CTRW is a generalization of 
random walks through the introduction of a probablity density function, ¥(*), for waiting 
times between successive steps in the walk. Taking c0 as the jump distance, D0 in equation 5 
is rewritten as D0 ^c] / 6 v According to the C M , since the correlation function is given by 
equation 1, diffusion is normal for t<tc. Correspondingly, in CTRW the waiting time 
distribution is 

¥ ( 0 = t ; l e x p ( - r / x < , ) for (10) 

which recaptures the mean-square displacement 

(Ar2(t)) = c2

0(tlx0)~6D?t for ^(regimeI) (11) 

For r>rc, the crossover of the correlation function to the stretched exponential in equation 3 
is mirrored in CTRW by the cross-over of *F(f) from equation 10 for t<tc to 

¥(*) = -—exp(-(r Ix for t>tc (12) 
dt 

where again x* is related to % and n by equation 3. The entire *P(f) consisting of equations 
10 and 12 has to be renormalized in order for it to be a probability distribution function. 

The mean-square displacement corresponding to equation 12 has been calculated before 
from the CTRW formalism analytically in limiting time regimes (51) and numerically for all 
times (52). The numerical result obtained for all times t>tc agree with the analytical results 
which consists of two stages: 
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<Ar 2(0) = [ C ° 2 ( I n ) F ( 1 n ) ] ( f / T ' ) ' - \ f e ^ « r ( f ^ > c * « x (regimen) (13) 
T(2-n) 1-n 

and 

(Ar2(t)) = [c2

0/T(^-)](t/x*) = 6Dfti t> r ( ^ ^ ) r * = f (regime HI). (14) 
1 - n 1-n 

Defining the generalized diffusion coefficient by D*elf(t)= (l/6)<i<A/2(f)>/<if, we can easily 
verity from equations 4 and 6 that 

D"Ht)ID? = D(Q,t)/Ds(Q) (15) 

which recaptures equation 6 when r becomes long. 
Combining equations 11, 13 and 14, these extant general results of the C M indicate that 

dynamics of diffusion in interacting many-body systems are comprised of three distinct 
relaxation regimes. Similarly, the generalized diffusion coefficients D^{t) and D{Q,t) have 
correspondingly three different time regimes. These general behaviors of <Ar2(i)> have been 
observed in molecular dynamics and Monte Carlo simulations of monodisperse entangled 
polymer melts (56-58), Monte Carlo simulations of a disordered Coulomb lattice gas model 
(18,59) and in ionic diffusion and electrical conductivity measurements of glassy as well as 
crystalline fast ion conductors (4,6,15,42-45). For ionic conductors when cross correlation 
can be neglected, the ax. conductivity a(co) is related to <A^(f)> via the relation (59): 

a(co) -co 2 lirn^o J~(r2(t))ei("~adt and the three time regimes of <A^(f)> given by 

equations 11,13 and 14 correspond to the three frequency regimes of a(co)= o0 for (fl£(*c)"\ 

a(G))occon for ( f )*1«aK<(rc)"1, and a(©)=<Jdc for ( f ) _ 1 »co that have been discussed in a 
previous subsection. 

It is important to point out that the cross-over time rc, the coupling parameter n and 
hence <A^(f)> of the C M given by the expressions from equations 11,13 and 14 depend 
only on the nature of many-body interactions and not on other variables such as the 
scattering vector Q. Thus, the g-scaling property of the measured f(Q,t) and D(Q,t) 
found by SP follows naturally as a consequence from equation 6. 

Let us apply this general result for <Ar2{f)> to concentrated colloidal suspensions and 
calculate f(Q,t) according to equation 6. SP have found their experimental intermediate 
scattering function exhibits also three distinct relaxation regimes. We identify the short time 
behavior as that given by equation 11 of the C M results in the time regime I of t<tc. The 
cross-over time tc can be estimated as the time when the initial exponential decay offiQt) or 
the (-^-dependence of ln/((2,0 ceases. At times longer than rc, the effect expected by the 
C M is <A/j2(f)> having a sublinear power law increase according to equation 13 in the time 
regime n, leading to a stretched exponential like decay off(Q,t) and a power law decrease, 

of D(Q,t) defined by equation 4. Thus, the coupling parameter n can be roughly 
estimated from these time dependencies. Finally, in regime HI <A^(f)> returns to normal 
diffusion according to equation 14, albeit with a long-time diffusion coefficient, Dff, 
which is smaller than the short-time counterpart Dff, and ftQt) decays exponentially 
again. The onset time of these dependencies give an estimate of f . When the condition 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 59 

Xo>rc holds, we can see from equation 3 that x* and also x are longer than x0. The ratios 
xjx and D? ID? = DL(Q) I DS(Q), increase rapidly with increasing n. An increase in 
n can be realized by an enhancement of the interaction between the particles through an 
increase of their volume fraction $. 

The results given so far have been obtained assuming a sharp crossover at However, 
the cross-over at tc is not expected to be sharp, due to the following reasons. Firstly, results 
of simple models demonstrates that the cross-over is broadened over a finite time range 
(2,3). Secondly, the particles are made of P M M A cores stabilized by thin layers of poly-12-
hydroxystearie acid and the latter may further broaden the cross-over. We have found that 
the essential features of the <A^(r)> data can be described using the C M with a sharp cross
over. However, the features of the data for the derivative d<A/̂ (r)>/dr are rounded in the 
vicinity of the cross-over and thus deviate from the model over a short time interval A ^ if a 
sharp crossover is used. In order to improve the fit a smoothing of the cross-over need to be 
introduced in the present calculation. However, this will not be attempted here. 

Figure 4 shows the colloidal suspension data of SP (10) with $ = 0.465 and the C M fit 
for the normalized time-dependent diffusion coefficient D(Q,t)/Ds(Q), which is proportional 
to the derivative d[<A^(r)>/6D0]/dr, with n= 0.35, Xo = 0.033 s , and tc = 3.8xl0"3 s. The 
other quantities x* and x are automatically determined by equations 3 and 13. By inspection 
of equation 6, we can identify <A^(r)>//?2 with the seated function (-6Ds^?2)ln/(2»0 / 
Q2Ds(Q) and this quantity is shown in Figure 5 comparing the data and the C M fit. The 
prefactor "is known from experiment. We have also plotted \nf(Q,t) I (fDs(Q) against time 
in Figure 6. These results reproduce the essential features of the colloidal suspension data 
with <j> = 0.465 quite well 

Careful scrutiny of fig.4 reveals that the clashed curve deviates from the data as the 
crossover from Regime II to Regime i n is approached. There is a possibility that this 
deviation is due to the neglect of the mitigation of the dynamic constraints (or cage effects) 
when approaching the long term diffusion of Regime IH from Regime H The cage effects 
which firmly take hold in the earlier part of time regime II have to be eventually dissolved 
somewhat before the terminal diffusion in Regime HI can be established. The existence of 
constraint mitigation is reaffirmed by the fact that what is experimentally studied is the decay 
of the static structure factor F(Q,0) which reflects the presence of the cage in the first place. 
Previously, we have encountered an example of such constraints mitigation in the diffusion 
of polymer chains which are entangled together (22). The characteristic features of the 
coupling model (CM) relaxation function, equations 1-3 with a constant n are for time-
independent or permanent constraints (cage). In many of our previous applications of 
the C M which do not involve long term diffusion or flow, we have found that a single 
value of n (determined experimentally by the relation between x* and Xo in equation 3) 
could accurately describe the entire relaxation for t > tc. In these systems, the 
constraints imposed on the relaxing unit remain permanent and thus the coupling 
parameter remains unchanged. This is not the case for the concentrated colloidal 
particles studied here. The diffusive motions of the colloidal particles become impeded 
and slowed down by its neighbors which form a cage surrounding each particle. This 
cage is expected to be well-defined until timescales are reached which are on the order 
of the mobility of the cage particles, which is approximately t = x*. For t > x*, the cage 
will begin disintegrating as these particle diffuse and the constraints of the cage on the 
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-4.0 -3.5 -3.0 -2.5 -2.0 -1.5 -1.0 -0.5 
iogf 

Figure 4. Normalized time-dependent diffusion coefficient for colloidal suspensions 
with volume fraction $ = 0.465. Symbols are data replotted from Figure 2a of 
Ref.10. Solid (dashed) line is C M fit with (without) constraint mitigation. The 

parameters used are given in the text. 

Figure 5. Scaled scattering function (^Ds^^MfiQt) I (?Ds(Q) for colloidal 
suspensions with volume fraction $ = 0.465. Symbols are data replotted from 
Figure 3b of Ref.10. Solid (dashed) line is C M fit with (without) constraint 
mitigation. The parameters used are given in the text. 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 61 

enclosed colloidal particle will be softened or mitigated. For situations in which such 
constraint mitigation occurs, we would expect a constant value of n for t < x*, followed 
by decreasing values of n for t > x*. This can be incorporated into the C M by 
introducing a time dependence for n and using this in a relaxation rate formulation of 
the C M . Note that the C M relations, eqs. 1-3, are solutions of the following time-
dependent rate equation: 

d$/dt = -W(t)ty(t) (16) 

W(t)=%l\t<tc, (17) 
and 

W ( r ) = t - , ( l - n ) ( r / r c r , r>r c ( 1 8 ) 
This has the solution : 

$cw(0 = exp( - r /x 0 ) , t<tc (19) 
and 

0 c w ( O = $ o e x p ( - J a - ^ o , ( ? ' / ^ r , l ) ^ ' ^ t>tc (20) 

where the subscript 'cm' is used to indicate the inclusion of constraint mitigation. We 
now parameterize n(t) to reflect constraint mitigation for t > tt = x*: 

n(t) = nf + (nt - nf )exp(-(* -1{) IX „ ) , t>t{ (21) • 

where x„ is expected to be of order x*. The <t>cm of C M with constraint mitigation is 
described by eq.19 for t<tCt by$cm = expHf/x*)1"11) for tCy<t<t{ and eqs.20 and 21 with $ 0 

= expHfi/x*)1"11) for t > t\. Without constraint mitigation n(t) = n,=n/, f4 -**>, and §cm 
reduces to the usual C M equations 1-2. 

From 0̂ (0 we can calculate <Ar2(*)>, lnf(Q9t)/Q2Ds(Q) and 
D(Qyt) / DS(Q) by the same procedure discussed before and, wherever applicable, 
replacing 4K0 hy fy^it) in the equations. To fit the calculated quantities to the 
experimental data, the parameters 4, Xo and nf have to be consistent with that required by 
the experimental facts and they can be considered to be predetermined. The two new 
parameters U and n» are adjusted to improve the fit to D(Qtt)f DS(Q) in fig.4 for 
<H).465. The new fit with constraint mitigation and *c=3.8xl0"3s, Xo=0.077s, npO.35, 
n/=0.27 and fc=0.078s is shown as the solid curve in figs.4 and 5. Significant improvement in 
fitting D(Qtt) I DS(Q) is evident from fig.4. The position of U is indicated in the figure and 

its location is near the crossover from Regime II to Regime HI. At this time, <J(r2 (t)) 
=0.58/?. Although the results for <|>=0.465 with or without constraint mitigation for 
<Ar2(r)> and lnf(Qtt)/Q2Ds(Q) are hardly distinguishable (figs.5 and 6), they are 
quite different for <)>=0.57 as we shall discuss immediately. 

Next, we include constraint mitigation and calculate the corresponding results for 0=0.57 
by using 0cm(O- A typical good fit to the D(Q,t) I DS(Q) data are shown by the solid 
curve in Figure 7 for the following choice of parameter values: k=8.7xl0"3s, Xo=0.027s, 
npO.85, n/=0.75 and f,=3.28s. The dotted line has the ^-dependence which approximates 
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62 SUPERCOOLED LIQUIDS 

Figure 6. Scaled scattering function ln[/(g,f) / Q2DS (Q)] for colloidal 
suspensions with volume fraction § = 0.465. Symbols are data replotted from 
Figure 3b of Ref.10. Solid (dashed) line is C M fit with (without) constraint 
mitigation. The parameters used are given in the text. 

i m i l l — i i i m i i ; — i i i m m — i i i m m — i i i n n i | — i i i m i i | — ' TTTTTTT 

10"4 10"3 10"2 10"1 10° 101 102 

t (sec) 

Figure 7. Scaled scattering function (-6D s*W)ln./(flO / Q?DS(Q) for colloidal 
suspensions with volume fraction $ = 0.57. Symbols are data from Ref.10. Solid 
line is C M fit with constraint mitigation. The parameters used are given in the text. 
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4. NGAI & RENDELL Basic Physics of the Coupling Model 63 

the time dependence of the data in Regime H The values of tCi x0 and n, are within the 
predetermined ranges and the results presented are therefore acceptable. The location of U 
shown in fig.7 is consistent with the onset of constraint mitigation when the terminal 
diffusion regime HI is drawing near. The ratio DL(Q) /D$(Q)~10~3 is correctly reproduced. 
The calculated results fit well also the time dependencies of the (Ar2(t)) and 
ln[/(Q>0 / Q2DS (6X1 for all times except in a neighborhood of the crossover time tc. Due 
to space limitations, these plots will not be shown here. This discrepancy occurs also for 
0=0.465 and is attributed to the broader crossover in the colloidal particles which cannot be 
reproduced by the sharp crossover at specific value of tc assumed in the C M for the sake of 
simplicity. Except for this blemish, the calculations with the inclusion of constraint mitigation 
are in good agreement with the experimental data This blemish can be remedied by 
introducing a range of crossover times. The values of nit) for <|>=0.57 are significantly 
higher than those for <(>=0.465 as expected for increased interaction strength at higher 
volume fraction, and the corresponding x* is more than two orders of magnitude larger. 

Comparing the new data of Segre and Pusey (10) with the previous works (8,9) that fit 
data to MCT predictions, several deficiencies of the latter become apparent. First, the oc-
process of MCT which has the form of a Kohlrausch function, y(G0=fcexp[-(r/te)P]» 
supposedly is responsible for the long time decay of the intermediate scattering function. 
(8,9,60). However, a Kohlrausch function will remain at long times as a stretched 
exponential function with no return to a linear exponential function to give a time 
independent long-time diffusion coefficient, AXG), as found by SP. Second, the short-time 
exponential relaxation seen in all works is left out of consideration in the MCT fits. There is 
no effort in removing the exponential relaxation process from the raw data. The MCT fit is 
just laid near the experimental curve and their departure from each other at shorter times is 
left to the imagination of the reader. This is to be contrasted with the C M fit in which the 
short-time exponential relaxation, expt-DsG2?], is not only taken into account (equation 1) 
but also plays some role of cfetermining the subsequent time dependence of f(Q,t) in the 
longer time regimes, and enables DdQ) to be calculated from DsiQ). Although it must be 
pointed out that in the case of high volume fraction, <|>=0.57, in the time region of 5x10" 
2<t<5xlQ'l$ the C M fit is not as good as the MCT fit (8) to the data due to the sharp cross
over assumed. 

The behaviors of <A/j2(f)> of concentrated colloidal particles described both 
experimentally and theoretically in previous sections turn out to be general and have been 
observed in other materials (see Tables 4.4a, 4.4b and 4.5 in Ref.4). These include ions in 
glassy and nonglassy ionic conductors (4,13-18,59), entangled polymer chains in 
monodisperse melts (4,53-58) and in semidilute solutions (28). The materials and the 
species that diffuse in them are totally different from the colloidal hard spheres. From the 
C M point of view, the general behavior is no surprise because these different systems share 
the common characteristic that many-body interactions between the diffusing species are 
important in determining the dynamics of the diffusion. The many-body interactions in these 
systems, modeled by the Lennard-Jones potential for polymers, Coulomb interaction for 
ionic conductors and hard sphere interactions for colloidal particles, are all nonlinear. Hence, 
the general mechanism in the C M of slowing down the relaxation rate by nonlinear 
Hamiltonian dynamics (chaos) should be operative in all such systems, leading to the general 
behaviors of <A^(f)> as found. 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 5

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

00
4

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



64 SUPERCOOLED LIQUIDS 

Conclusion 

We have reasons (1-3) to believe that the basic physics of relaxation in any system with 
many-body interactions is related to chaos of nonintegrable Hamiltonian systems (7). 
Relaxation processes in many complex materials involves many-body interactions, however, 
most theoretical treatments of them, including the formally exact memory equation for the 
autocorrelation function of density fluctuation, have not gone back to the bask physics of 
chaos. Simple models of relaxation based on chaos have led us since 1979 (1-3) to the same 
results, which are represented by the three equations, 1-3. These three coupled equations 
may look deceptively simple, but they have many successful and nontrivial applications to 
various fields (4-6,15-17,19,20-23,28,42-45). Even if we pretend that these three equations 
had no theoretical basis, their remarkable ability to explain many experimental facts should 
be worth noticing. These applications in the macroscopic time regime, though important, 
could still be considered as indirect evidences of these three equations. In this work we 
focus on the direct experimental evidences for the validity of the three equations, drawn 
from more fundamental observations made in molecular glass-formers, ionic conductors, 
and colloidal hard spheres. Special attention is paid to concentrated colloidal suspensions 
because they have no contribution from vibrations, making the crossover of the diffusional 
contribution clear. The basic physics of the crossover from independent motion, equation 1, 
to cooperative motion, equation 2, at a characteristic time tc and the quantitative relation 
between the two corresponding relaxation times, equation 3, are shown to be general for 
relaxations in materials with many-body interactions between the relaxing units. 
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Chapter 5 

Frustration-Limited Domain Theory of Supercooled 
Liquids and the Glass Transition 

Gilles Tarjus1, Daniel Kivelson2, and Steven Kivelson3 

1Laboratoire de Physique Theorique des Liquides, Université Pierre et Marie 
Curie, 4 Place Jussleu, 75252 Paris Cedex 05, France 

Departments of 2Chemistry and Biochemistry, and 3Physics, 
University of California, Los Angeles, CA 90095 

We present a novel, and what we believe to be a reasonably successful, 
way of looking at supercooled liquids. It attributes the salient 
properties of these latter to the formation of supermolecular domains 
that, because of inherent structural frustration, grow only at a modest 
rate when the temperature is decreased. The theoretical approach is 
based on the postulated existence of a narrowly avoided critical point 
at a temperature T* and makes use of scaling about but below this T*. 
Application to the description of the structural (α) relaxations and to 
the explanation of various apparently anomalous properties of 
supercooled liquids is discussed. 

Although below the melting point (T m ) the crystal is presumably the stable state, 
liquids can remain uncrystaJlized over times long compared to the experimentally 
accessible times and thus exist in a metastable supercooled state. Besides their 
increasing sluggishness with decreasing temperature (that leads to the dynamic arrest 
on experimental time scale known as the "glass transition"), supercooled liquids exhibit 
a rich phenomenology that departs in many ways from that of ordinary liquids above 
the melting point (7,2). There is no obviously unique way of selecting the salient 
features in the whole body of thermodynamic and relaxational properties of 
supercooled liquids. The emphasis one places on specific aspects is usually guided by 
an underlying view of what is to be explained about supercooled liquids and glass 
formation. This having been said, we take as particularly significant in the 
phenomenology of glass-forming liquids the following points (we shall not be 
concerned here with nonequilibrated systems, i.e. glasses): 

1) Strong temperature dependences. The distinctive property of supercooled 
liquids is of course the stupendous increase of the shear viscosity and the structural 
(a) relaxation times with decreasing temperature T when approaching the glass 
transition temperature T g . These transport coefficients can increase by 15 orders of 
magnitude over a T-range of perhaps 150 K (7). Not as spectacular (the entropy 
difference between the liquid and the crystal often exhibits a factor of 3 to 5 decrease 
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68 SUPERCOOLED LIQUIDS 

from T m to T g ) , but still intriguing, is the marked decrease of the entropy of die liquid 
as T is lowered towards T g ( i ) , a result that leads to the Kauzmann paradox (5) (the 
vanishing of the difference between the entropy obtained by extrapolation of the liquid 
curve and the entropy of the crystal at a temperature Tic<Tg). 

2) A high degree of universality. Strong, super Arrhenius variation with T of the 
a-relaxation times is observed for virtually all glass-formers, with the exception of a 
minority of so-called "strong" liquids; for a given substance, this behavior is seen for 
diverse probes, such as dielectric susceptibility, light and neutron scattering, shear 
modulus, specific heat, viscosity. This T-dependence has been described with 
reasonable success by empirical formulas such as the Vogel-Fulcher-Tamman 
expression which make use of a small number of species-dependent, but T-
independent parameters (/). Also generic to glass-forming systems is the 
nonexponential character of the relaxation functions. As shown by Nagel and 
coworkers (4,5% the frequency-dependent susceptibility for a-relaxations associated 
with a variety of measurements on many different liquids (including the power-law 
high-frequency behavior of the a-relaxation also known as the von Schweidler 
relaxation) can be placed with good accuracy on a universal master-curve. A l l data at all 
temperatures, from close to T m down to T g , can be collapsed on this curve by using 
three T-dependent parameters. 

3) Apparently anomalous behavior. Supercooled liquids display "anomalous" 
behavior relative to ordinary liquids above T m . In addition to anomalies already 
mentioned (e.g., seemingly diverging a-relaxation times as well as the Kauzmann 
paradox and increasingly nonexponential relaxations with decreasing T), one can cite 
the bifurcation into a-relaxations and various faster (3-relaxations with T-dependence 
significantly weaker and often Arrhenius-like (6,7), as well as the "decoupling" 
between translational and rotational diffusion (8,9). This latter effect may seem rather 
puzzling : whereas the rotational diffusion coefficient is quite well related to the 
viscosity by the Stokes-Einstein-Debye formula throughout the whole liquid and 
supercooled liquid range, strong positive deviations in the Stokes-Einstein relation 
between translational diffusion coefficient and shear viscosity occur when approaching 
T g (8,9). This breakdown of the Stokes-Einstein relation goes well beyond the small 
deviations that are often detected in ordinary liquids, and it has been observed for 
several glass-formers. 

We interpret all these features (strong T-dependences, large degree of 
universality, "anomalous" behavior) as a call for a nonmolecular or supermolecular, 
scaling theoretical approach to supercooled liquids. This idea is not new, and several 
attempts have already been made (2). While there is evidence supporting this 
approach, there are also severe constraints. The supermolecular character is supported 
by a number of recent dynamical experiments on supercooled liquids which provide 
evidence for the presence of long-lived heterogeneities. The heterogeneous nature of 
relaxational processes has been shown by 4-dimensional N M R (10,11), fluorescence 
bleaching (12), and dielectric hole-burning (75) experiments. However, the size of these 
heterogeneities have been estimated to be about 5 to 10 molecular diameters close to T g 

(12,14), that is fairly modest. Many theories have postulated the existence of a 
continuous transition to an "ideal glass" that would take place at a temperature T 0 

below T g i f one were able to keep the liquid equilibrated (2); this is the only 
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5. TARJUS ETAL. Frustration-Limited Domain Theory 69 

temperature at which one might expect a clear-cut divergence. Standard scaling about 
the critical point at T 0 would lead to power-law behavior with small exponents for 
structural and dynamical properties. However, power-law fits to the a-relaxation 
times and the viscosity can only be obtained with very large values of the exponents of 
the order of 12 (15). This per se does not forbid the existence of a low-T critical point, 
but it requires at least peculiar critical behavior that has been so far found only in 
systems with imposed quenched disorder (16,17) (which is not the case of glass-
forming liquids). Other than the speculated divergence of the relaxation times (and 
related dynamic quantities) near T 0 below T g , no diverging, or even rapidly growing, 
structural correlation lengths have been detected in supercooled liquids (2,18,19), 
which reduces the potential of critical theories for these systems. 

We present in this article a new theoretical approach which is partly based on 
scaling and which we shall refer to as the frustration-limited domain (FLD) theory 
(20). However, rather than using scaling about but above a low-T critical point at a T 0 

below T g that represents a point of ultimate congestion for the liquid, as in the above 
mentioned theories, we consider scaling about but below a high-T "narrowly avoided" 
critical point at T*. We interpret T*, which is close to and usually slightly above T m , 
as a crossover between "molecular" behavior characteristic of ordinary liquids and 
"collective" behavior that can be described in terms of supermolecular domains. 

Physical picture underlying the F L D theory (20). 

We envisage the molecules in a liquid above the melting point as organized in a locally 
preferred structure. For simple systems, this structure may be readily identified : for 
example, hexagons for disks on a plane, icosahedra for spheres in 3-dimensional space. 
We postulate that such a locally preferred structure, obtained by minimizing some 
appropriately defined local free energy, exists for all liquids. As the liquid is cooled, 
the local structure becomes more preferred and more extended. Were it possible, the 
system would undergo a continuous phase transition to an ideal crystal characterized 
by a macroscopic, periodic extension of the local structure. However, this does not 
happen because of inherent "structural (or geometric) frustration". 

The mechanism of geometric frustration has been studied in detail for some 
simple systems. For disks on a plane, the hexagonal short-range order that dominates 
in the liquid can be easily extended to form a hexagonal close-packed (triangular) lattice 
and, i f one is willing to overlook the subtlelties associated with 2-dimensional ordering, 
the freezing can be described as continuous (21). As a consequence, there is no 
supercooled state and no glass formation for such systems. Quite different is the 
situation for identical spherical particles in 3-dimensional Euclidean space. As first 
shown by Frank (22), the local cluster which is most stable is an icosahedron. 
Icosahedral short-range order may be prominent in the liquid phase, but there is no 
icosahedral crystal of identical spheres since the fivefold rotational symmetry 
characteristic of icosahedra is not consistent with translational periodicity (23). 
Instead, the liquid freezes in a hep or fee crystal via a first-order phase transition 
involving a change in the local structure. The concept of geometric frustration has been 
put forward to describe this inability of a locally preferred structure to tile space 
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periodically. For spheres, it has been realized that frustration could be removed in a 
curved space, namely on the surface of a 4-dimensional hypersphere, and this has led 
to the development of quite sophisticated theories of metallic glasses (24). 

For good glass-formers, in which the molecules are not spherical, no such 
detailed description is available, and we shall use the concept of frustration without 
specifying the precise mechanism by which it operates for each system. Frustration 
leads to a build-up of strain that resists the extension of the locally preferred structure 
and completely forbids the formation of the ideal crystal. When the temperature is 
decreased, the free energy loss due to the ordering process competes with the free 
energy increase due to the strain. At some point (not necessarily sharply defined), a 
balance is reached and the system breaks up into ordered domains whose size and 
further growth with decreasing temperature are limited by the frustration. Hence the 
name, theory of frustration-limited domains. 

The above picture is summarized in the schematic frustration-temperature 
diagram in Figure 1 (note that die part of phase space associated with the real crystal is 
excluded from the picture). Temperature is the physical control parameter. Frustration 
tells us how much strain the extension of the locally preferred structure produces. Zero 
frustration corresponds to the reference state in which the hypothetical liquid happily 
freezes to an ideal crystal via a continuous phase transition at a temperature T*. A real 
liquid is described by a given, nonzero value of the frustration. The critical point at T* 
is isolated, by which we mean that no other critical points are present in its 
neighborhood. The solid curve indicates a line of possibly first-order transitions to a 
defect-ordered phase, a phase in which the defects that must accompany the spatial 
extension of the locally preferred structure arrange themselves to form a periodic 
structure. This line intersects the zero-frustration axis at a T that is distincdy below 
T*. For nonzero frustration, the critical point at T* is avoided and the shaded area 
marks the crossover region between high-T liquids that have only short-range order and 
liquids characterized by supermolecular frustration-limited domains. We expect a 
scaling approach to be useful in a region of the diagram that lies at Ts below T*, 
provided the liquid under consideration has weak enough frustration. For such a liquid 
we have tentatively placed the melting point T m (i.e., the transition to the real crystal) 
slightly below T* although such crystallization is not incorporated into the theory. 
The corresponding T g may be either above or below the temperature To of the 
transition to the defect-ordered phase (25). 

Theoretical model. 

Motivated by the physical picture just described, we have introduced a model that is 
intended to provide a coarse-grained description of supercooled liquids. It is a spin 
model in which a spin S represents an order variable associated not with an individual 
molecule but with the locally preferred liquid structure and takes on a set of discrete 
values which correspond to the possible "orientations" of the local structure. The 
simplest choice would be an I sing variable, but a clock model in which each spin can 
have more than two orientations might be more appropriate. The hamiltonian is the 
sum of two terms (20): 
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Figure 1. Schematic frustration-temperature diagram for glass-forming liquids. 
Details are given in the text. 
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H = - J I s r S j + (Q/2)X§S. 0 ) 
<ij> i*j 1 1 J l 

where J>0, Q>0, and r§ denotes the position of site i . The first term describes the 
reference system. Short-range ferromagnetic interactions between the spins lead to a 
continuous phase change at a temperature T* of order J. For simplicity, we consider 
nearest-neighbor interactions denoted by the symbol <ij>, but such short-range details 
are irrelevant because we only want to study collective, mesoscopic effects. Uniform 
frustration is described by the second term which introduces long-range competing 
(anti-ferromagnetic) interactions between the spins. Due to its Coulombic form, it 
leads to a superextensive growth of strain that opposes the extension of the locally 
preferred structure (i.e., ferromagnetic order) and macroscopic ferromagnetic ordering is 
forbidden for any nonzero value of Q. Since we are interested in a narrowly avoided 
critical point at T*, we always consider Q « J a o , where ao is the lattice spacing that, 
although ill-defined, we take as being of the order of the intermolecular distance. The 
model can be completed by introducing Glauber dynamics or other short-range 
dynamics in order to study relaxational properties. 

Our claim, so far only partially substantiated, is that this model, which does not 
include any artificially imposed quenched disorder, provides a minimum theoretical 
frameworkfor understanding the salient features of the phenomenology ofsupercooled 
liquids. 

Despite the apparent simplicity of the frustrated spin model described by 
equation 1, obtaining numerical, not to mention analytical, solutions still represents a 
formidable task. The only such problem that has been solved is the mean spherical 
model (26), in which the spins are taken to be real numbers subject to the global 
constraint that the thermally averaged norm of a spin be equal to 1. This is not a 
physically sensible model, but its solution exhibits a number of interesting features. Its 
phase diagram looks very much like that illustrated in Figure 1 with frustration being 
measured by the ratio of coupling constants, Q/Jao (26) : the critical point at T* is 
isolated, the line of transitions (To) to a defect-ordered phase which is characterized 
by some sort of modulated order (with supermolecular characteristic length) is found 
for 3-dimensional systems to intersect the zero-frustration (Q=0) axis at a temperature 
significandy below T*; for Q#0, the critical point at T* is avoided, with no anomaly 
in the heat capacity, and, although the correlation length of the reference system 
remains infinite below T* (a peculiarity of the spherical models), there is a second 
supermolecular characteristic length that increases as T is lowered. These features 
remain true when 1/n corrections to the spherical model are considered (27). The 
presence of phases with modulated order has also been shown in zero-T analysis of 2-
d (28) and 3-d (29) Ising versions of the Hamiltonian in equation 1. In addition to these 
exact results, Monte Carlo simulations of various spin models with long-range 
frustration have confirmed the existence of low-T transitions to defect-ordered phases 
with modulated order as well as the appearance at higher T, but below T*, of 
mesoscale domains (29,30,31). Despite incomplete information on the relaxational 
properties, these results are promising since they corroborate the scenario presented in 
the preceding section. 
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Phenomenological scaling approach 

In the absence of exact solutions for realistic models, we have developed a 
phenomenological scaling description for the system described by equation 1. It is 
based on the postulate of an isolated, narrowly avoided critical point at T*, a property 
supported by the calculations discussed above. The critical behavior of die reference 
system, i.e., the first term in the Hamiltonian of equation 1, is characterized by a 
correlation length 

£ o c |1-T/T*|-V, (2) 

where, as for usual 3-d systems without quenched disorder, we take v to be close to 
2/3. 

By considering the size at which the adiabatic approximation in the 
perturbation theory of finite-size systems breaks down, we have shown that a second 
supermolecular length R appears at temperatures sufficiently below T* in the presence 
of weak frustration ( Q « J ao) (20). This length scales according to 

R « ao2(Q/J *<>)'m %A ~ Q- 1 / 2(1-T/T*)v. (3) 

We interpret R(T) as the mean distance at temperature T over which a nonzero 
ferromagnetic order parameter can be specified and we thus take R as the mean linear 
size of the frustration-limited domains. Note that since this applies below T*, the 
correlation length £ decreases whereas the mean domain size R increases when T is 
lowered. 

Before proceeding further in the development of the scaling approach, one has 
first to address the basic question : why would frustration-limited domains give rise to 
a dramatic slowing down of die structural relaxation? The answer comes from standard 
arguments on finite-size systems below their critical temperature. For illustration, 
consider a simple Ising ferromagnet of volume L 3 , where L is much larger than the 
lattice spacing. Below the critical point, the system has two low free-energy states 
characterized by nonzero order parameters of the same magnitude, but different 
orientation (up or down). Relaxation of the order parameter, i.e., the passage from one 
state to another, is possible via an activated process which proceeds by creation across 
die system of a domain wall that separates a region of mostly up spins from a region 
of mostly down spins. The corresponding activation free energy is proportional to 
<j(T)L2, where a(T) is the surface tension which scales like £*2 for L large enough 
compared to the correlation length, Hence, the characteristic restructuring time 
t(L,T), obtained from 

Tln[t(L,T)]oc(L /^)2, (4) 
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74 SUPERCOOLED LIQUIDS 

becomes longer when L increases and of course diverges in the limit L -»+<», thereby 
signaling a thermodynamic phase transition. Similar reasoning applies to the relaxation 
of the order parameter in a frustration-limited domain of size L , provided one takes 
into account the reduction in activation free energy that comes with the creation of a 
wall of defects through a domain (see below). Note that the time discussed above is 
associated with collective motions leading to full structural relaxation within a domain. 
Individual spins keep flipping on a microscopic time scale, so that partial mobility is 
always possible in a domain. 

At temperatures below T * where the condition ao « £ « R is fulfilled, one 
can represent the free-energy density of a frustration-limited domain of volume L 3 as 

\|/ = 0/L -<|> +sL 2 , ( 5) 

which follows from simple considerations about nucleation in the presence of strain 
(52,55); a £~ 2 is a domain surface tension (and the first term represents the domain 
surface free-energy density), s is a strain coefficient (and the third term represents the 
frustration-induced strain free-energy density), and $ £"3 is the free-energy density 
of an unfrustrated system that has undergone a continuous transition. The coefficient $ 
is negative for T > T* and positive for T < T*. This free-energy density is discussed 
elsewhere (52). Although y is the free-energy density of a single domain in a liquid, we 
take it to be representative of the free-energy density of a domain in a system of 
domains; it follows, by minimization, that the mean domain size R is related to the 
surface tension and the strain coefficient according to 

R « ( a / 2 s ) l / 3 . (6) 

The above equation indicates that the surface and the strain terms for a typical domain 
of size R have the same leading T-dependence. As a result, the characteristic activation 
free energy for restructuring of frustration-limited domains is given by (20) 

AE(T) oc R(T) 2 /£(T) 2 oc Q-l ( l -T/T*)^ 3 , T < T*, (7) 

where we have set v=2/3. The slow (a) relaxation dynamics thus have a characteristic 
time scale 

ta (T) = t 0(T)exp[AE(T)/T], (8) 

where x 0(T) is a characteristic time for molecular relaxation in the absence of domains. 
Thus, frustration leads to spontaneously forming domains whose restructuring takes 
place on an exponentially long and strongly T-dependent timescale, even though the 
mean domain size as given by equation 3 grows only modestly with decreasing T 
below T * . 
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5. TARJUS ETAL. Frustration-Limited Domain Theory 75 

Taking for the molecular contribution T 0 the simplest, well-behaved T-
dependence, i.e., an Arrhenius dependence, x 0(T) = tooexp(Eoo/T), one can use 
equations 6 and 7 to fit a-relaxation time data on glass-forming liquids (analogous 
expressions apply to the viscosity). We have shown that with only four species-
dependent, but T-independent parameters, experimental data on all kinds of glass-
formers and for a large range of T can be collapsed with very good accuracy on a single 
mastercurve (20,34), 

where too (or r\oo for viscosity data), E«>, B°cl/Q, and T* are the adjustable parameters. 
Note that when the exponent 4v is also treated as an adjustable parameter, the best fit 
to the data is for 4v close to 8/3 and reasonable fits are obtained with 4v between 7/3 
and 3. From these fits, we have estimated the mean domain size to be typically 
between 5 and 10 ao at T g . This estimate is however tentative since it involves several 
unknown numbers of order one. More details and discussions are given in references 20 
and 34. 

a-relaxation functions 

Having described above how frustration-limited domains give rise to a-relaxation times 
with super Arrhenius T-dependences, one can also easily understand how these 
domains induce nonexponential behavior in the a-relaxation functions. The liquid 
below T* is broken up into domains whose size distribution, although fairly peaked 
around the mean value R(T), is polydisperse. Since the activation free energy for the 
restructuring of a domain is size-dependent, as discussed in the preceding section, one 
finds a continuous distribution of structural relaxation times. This argument can be 
made more precise. In most experiments on dynamics in supercooled liquids, the 
measured quantities involve local variables (e.g., molecular dipoles in dielectric 
susceptibility measurements) which are expected to be correlated and to complete their 
relaxation within a single domain. Exceptions will be discussed in the next section. The 
slow part of the relaxation comes, via dynamic coupling to the local order variable, 
from the relaxation of the mesoscopic order parameter of the domain (dynamic 
coupling can be envisaged as coupling through a memory function) (35). 

With the assumption that the molecular relaxation and the relaxation within a 
domain are exponential, a simple picture of independently relaxing domains yields then 
the following expression for the normalized a-relaxation function : 

Tln [ t a / too] = E(T) = E< T > T*, 
T < T*, = Eoo + BT*( l -T/T*) 8 / 3 , (9) 

oo 

fa(t) = JdLL2p(L) exp{(-t/To.)exp[-E(L)/T]}, (10) 

o 
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76 SUPERCOOLED LIQUIDS 

where too is a T-independent, L-independent microscopic time, p(L) is the distribution 
of domain sizes, and E(L) is the activation free energy for a domain of size L ; as before, 
E(L) is taken as the sum of a "molecular" contribution (Eoo) and a "collective" (or 
"cooperative") contribution that appears only below T*. 

The scaling approach presented above can be pursued to derive expressions for 
p(L,T) and E(L,T). As detailed elsewhere (55), one obtains on the basis of equations 5 
and 6 a scaling expression for the size distribution function, p(L,T)=p(q,Y(T)), where 
q=L/R, T C T ^ T ^ G R 2 , and p(q,y) is given by 

p(q,Y) - exp{-7[Kq2-(3/2)q3+(l/2)q5]}, T < T*. (11) 

K is a constant of order 1 that we have inserted to account in an ad hoc fashion for 
minor interdomain or shape effects. A scaling formula can also be derived for the 
activation free energy, E(L,T)=E(q,7(T)) with E(q,y) given by 

E(q,Y)/T = EooAT + by[q2-mq5], T < T*, (12) 

where b and m are numbers of order 1. To understand equation 12, note that KJT is 
the molecular contribution, byq 2 is the free energy for wall creation appearing in 
equation 4, and -frymq5 is the reduction in free energy due to the release of strain that 
accompanies wall creation. A quantitative comparison with experimental relaxation 
data thus requires 3 species-dependent, but T-independent parameters, K , b, m, in 
addition to the 4 T-independent, species-dependent parameters already used to fit the 
characteristic a-relaxation times (namely, too, Eoo, and die 2 parameters that specify the 
T-dependence of y). 

The above expressions, equations 10 to 12, can be used to reproduce the main 
characteristics of the a-relaxation. As a preliminary investigation, we have used them 
to fit the frequency-dependent dielectric susceptibility X"(co) of the fragile liquid Salol 
measured by Dixon et al (4). As shown elsewhere (55), one obtains a good agreement 
between theory and experiment over 12 decades of frequencies with the following set 
of parameters : K=0.86, b=1.46, m=0.22. The three different frequency regimes, 
namely Debye-like behavior at frequencies significantly below the maximum of the a-
peak, stretched exponential or Cole-Davidson behavior around the maximum, and von 
Schweidler (power law) at higher frequencies, are all described by the model. The 
predicted susceptibility curves for Salol at different temperatures can also be 
transformed to be compared to the masterplot of Nagel and coworkers (4,5). As 
illustrated in Figure 2, the scaled curves at different temperatures obtained by this 
procedure can be superimposed with good accuracy, which also provides support for 
die F L D theoretical framework. 
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- 4 - 2 0 2 4 6 8 

w-Ki+w-0i*g,o(«/« P> 

Figure 2. Masterplot of Nagel and coworkers (4,5) for frequency-dependent 
susceptibility data X"((o). (Dp is the frequency at which the maximum of the oc-
peak occurs in the suceptibility X"(co), the shape factor W is such that 1.14W is 
the full width at half-height of the X " vs logio© spectrum, and A X is a 
normalization factor. The theoretical curves are obtained from the expressions 
and the values of the parameters that are given in the text and correspond to 
l iqu id Salol ; 6 curves are incorporated, corresponding to 
W=l .56,1.61,1.65,1.67,1.70,1.74. 
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Decoupling between translational and rotational diffusion 

The preceding discussion of a-relaxations applies when the probed motions are local 
enough to be completed within a single domain. Then, the a-relaxation time is simply 
given by (35) 

oo oo 

% = Jdt faff) = too J dLL 2 p(L) exp[E(L)/T], (13) 
o o 

where we have used equation 10. Note that, as required by consistency, the above 
equation leads back to equations 8 and 9 when the scaling forms for p(L) and E(L) are 
introduced, provided y(T) is not too small (36). 

If the relaxation is not completed within a single domain, as for long wavelength 
concentration fluctuations (8,9), an averaging over domains different than that in 
equations 10 and 13 must be considered (an intermediate case occurs when the 
reorientational motions of large solute molecules is studied (14); then, the size of the 
solute molecule is less than, but comparable to the mean domain size). For instance, 
translational motion over a scattering wavelength much larger than the mean domain 
size, as in forced Rayleigh (8) and holographic fluorescence recovery (9) experiments, 
involves passage through many different domains, which give rise to a "motionally 
narrowed" relaxation function that is exponential (37). In each domain, translational 
diffusion, just like rotational diffusion or viscous flow, is controlled by the relaxation 
of the mesoscopic order parameter and thus involves an activation free energy that is 
domain size dependent. A simple model of random walk in a random environment 
formed by independently relaxing domains then leads to the following expression for 
the translational diffusion constant (37): 

oo 

DT = <D(r)> - (1/6) Jdt < VD(r ) . VD(r(t))>, (14) 
o 

where D(r) is a spatially varying diffusion coefficient. In the limiting case where the 
domains have sharp boundaries, the above expression reduces to 

oo 

D T « <D> « Doo J dLL 2 p(L) exp[-E(L)/T], (15) 
o 

where Doo is a T-independent microscopic diffusion constant. Above T*, E(L)=Eoo and 
equations 13 and 15 give D x t a = constant, as predicted by the Stokes-Einstein-Debye 
formulas. When domains are present, i.e. at temperatures below T*, the averaging in 
equation 15 is quite different than that in equation 13 : it is more sensitive to the small 
domains (with, therefore, smaller activation energies) which, in our picture, are also 
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5. TARJUS ETAL. Frustration-Limited Domain Theory 79 

responsible for the von Schweidler relaxation. As a consequence, translational diffusion 
is "enhanced" when compared to rotational diffusion or viscosity. This induces a 
breakdown of the Stokes-Einstein relation at temperatures sufficiently below T* (57), 
as observed experimentally. In fact, the increase of D T % predicted by equations 13 and 
15 when T approaches T g is much larger than that observed, presumably because the 
requirement of sharp domain boundaries needed to derive equation 15 from equation 14 
is not met (55). 

Conclusion. 

In summary, the FLD theory envisages the high-T liquid as a molecular fluid which 
may not be understood in detail, but which can be described approximately by 
exponential relaxation functions with relaxation times that exhibit Arrhenius-like 
behavior. Below a crossover temperature T* that we associate with an avoided critical 
point, the liquid forms supermolecular frustration-limited domains with a distribution 
of sizes, each domain being specified by a nonzero mesoscopic order parameter. As a 
result, the a-relaxation becomes heterogeneous and strongly nonexponential with 
relaxation times that show strong superArrhenius behavior. The F L D theory is based 
on a well-defined statistical-mechanical model for which we have proposed a 
phenomenological scaling description. As discussed in this article, this allows us to 
reproduce the main features of the a-relaxations in glass-forming liquids, including 
temperature and frequency dependences, at a quantitative level with a limited number 
of species-dependent, but T-independent adjustable parameters. 

Although not yet worked out in all details, the theory also provides a 
consistent framework to explain most of the apparent anomalies observed in 
supercooled liquids. We have already discussed the decoupling between translational 
and rotational diffusion. It is tempting to interpret the bifurcation between a- and (3-
relaxations as a consequence of the existence of two supermolecular characteristic 
lengths below T* : whereas a-relaxations occur on a lengthscale corresponding to the 
mean domain size R, additional faster relaxations presumably take place on the smaller 
lengthscale associated with the correlation length £ of the reference system. Although 
we have not yet studied these shorter-range processes, it seems natural to take them as 
the fast (J-relaxations. Likewise, the rapid decrease of the entropy difference between 
the supercooled liquid and the crystal can be understood as resulting from formation 
and growth of frustration-limited domains. Elsewhere (55), we show that the scaling 
description, when extrapolated to low temperatures, leads to an entropy crisis as 
described by Kauzmann, but that this crisis is avoided in a more exact description 
because of the breakdown far from T* of the scaling formulas and the interposition of a 
transition to a defect-ordered phase. Such a transition has been described in the above 
sections, and it may indeed have been observed experimentally (25,38). 

Clearly, additional work is needed in order to obtain a complete (at least 
numerical) solution of a realistic frustrated spin model and thus to put the scaling 
approach on firmer ground. A fully satisfying description of supercooled liquids and 
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80 SUPERCOOLED LIQUIDS 

glass formation would also require a molecular interpretation of the order variable 
associated with the locally preferred liquid structure. However, even at the present 
stage, the physical picture and die comparison to experiment drawn from the F L D 
theory are quite encouraging. 

We wish to thank the C.N.R.S., the N.S.F., the Research Corporation, and 
N A T O for their support. We are indebted to Pascal Viot for many useful discussions. 
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Chapter 6 

Soft Modes in Glass-Forming Liquids: 
The Role of Local Stress 

U. Zürcher and T. Keyes 

Department of Chemistry, Boston University, Boston, MA 02215 

Liquids and glasses have localized low-frequency vibrational modes 
associated with disorder. These modes represent relaxational mo
tion in double wells, and quasi-harmonic motions in single wells. 
Single- and double-well potentials are described by the soft-potential 
model, which is an extension of the two-level-system model for 
glasses. We use soft modes to derive the unstable frequency spec
trum of instantaneous normal modes in liquids. In agreement with 
recent molecular-dynamics simulations, we find different frequency 
and temperature dependence of the spectrum for liquids in the nor
mal and supercooled phase. We relate this crossover behavior to 
the presence of shear stress in the liquid. Assuming that the dif
fusion of particles requires hopping over potential barriers, we find 
exponential temperature dependence of the shear viscosity. Arrhe
nius and Zwanzig-Bässler behavior follows for liquids in the normal 
and supercooled phase, respectively. We discuss properties of the 
energy landscape in glass-forming liquids. Possible applications to 
protein dynamics are mentioned. 

Introduction and Physica l Mot iva t ion 

Dynamic and thermal properties of systems in condensed phases are governed 
by low-lying collective excitations. Perhaps the best known example of such 
modes are the phonons in crystal lattices, where the Hamiltonian is expanded 
to second order in the deviations of the particles' coordinates from their (me
chanical) equilibrium values. Phonons describe oscillatory motions throughout 
the entire system and have a Debye-like spectrum of long-wavelength modes, i.e., 
g(u) ~ u)d~l for u) -> 0, where d is the (spatial) dimensionality. The oscillatory 

82 © 1997 American Chemical Society 
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6. ZURCHER & KEYES Soft Modes in Glass-Forming Liquids 83 

nature of these excitations is a consequence of the rigidity of the crystal (1). 
In contrast, systems in the liquid state are fluid and have no elastic resistance 
to shear stress. Despite this qualitative difference between solids and liquids, 
Maxwell proposed that atoms in a liquid vibrate around equilibrium positions 
(2). This apparent contradiction was later reconciled by Frenkel who pointed 
out that equilibrium positions in a liquid have only temporary character (8). 
More recently, Zwanzig has shown that a relation between self-diffusion and the 
viscosity of liquids (Stokes-Einstein relation) emerges from this approach to liquid 
dynamics (4). 

Upon cooling from the melt, the many-body system is typically not in the 
unique crystalline state but, is rather in one of the many local minima of the 
potential energy representing supercooled or glassy states (5). In these states, 
long-range order of the positions of particles is destroyed and the specific heat 
has contributions from low-frequency modes that can be identified with two-
level-systems (TLS) (6). Stillinger and Weber studied rigid aperiodic structures 
in glasses and showed how group of atoms create local bistability and how they 
move from one equilibrium position to another along a collective coordinate (7). 
More recently. Heuer and Silbey have developed a qualitative method for finding 
TLSs in computer simulations, and they proposed a universal theory of low-
temperature properties of structural glasses (8). Cotterill and Madsen pointed 
out that the potential profile along eigendirections of the dynamic matrix can be 
used to further characterize the modes (9). 

In the supercooled and normal liquid phase, the eigenmodes of the dynamic 
matrix can be identified with "instantaneous normal modes" (10), (11). In 
molecular dynamics simulations, a random configuration of atomic positions, 
#o, is chosen from the trajectory, and the potential energy ${R) is expanded in 
a Taylor series, 

*(R) = # ( 4 ) - F • (R - 4 ) + \ (R - Ro) • K • (R - Ro) + (1) 

where F = — V#(ifo) is the force and K = VV#(#o) is the dynamic matrix. 
Diagonalizing the dynamic matrix yields a set of 3N eigenfrequencies CJ, and 
eigenvectors e, (i = 1,2, ...,3AT) for each configuration Ro. The INM density of 
states is then given by 

* M = ( 3^ E * ( « - « * ) ) • (2) 

The I N M spectrum contains both real (to2 > 0) and imaginary frequency modes 
(a;2 < 0), and has bimodal character due to the linear behavior around u> = 0, 
g(u) ~ jo;| (using the standard convention that the imaginary lobe is plotted 
along the negative frequency axis). In liquids and glasses, this linear behavior is 
found for intermediate frequencies 0.2THz < u; < l.OTHz, g(u)) ~ a /" 1 , where 
S ~ 2 is the spectral dimensionality (12). The "fracton" model of amorphous 
material relates the spectral dimensionality to the scaling behavior of the con
ductance with length, £(L) ~ L0, where /? oc [1 - 2/8] (IS). Since (3 < 0 for 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 5

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

00
6

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



84 SUPERCOOLED LIQUIDS 

S < 2, the linear behavior of the DOS is consistent with localization of low-
frequency vibrational modes. It was shown in Refs. (14) and (15) that similar 
to the situation in glasses, the potential energy surface along eigendirections of 
low-frequency modes are either single- or double-well potentials. 

The soft-potential model describes both the tunneling and the soft vibrational 
modes in a glass (16). The soft-potential model adds two parameters to the stan
dard tunneling model. One parameter is the frequency of the lowest maximum 
in the vibrational density of states and is directly accessible to experiments. The 
second parameter is the product of the effective mass and the square of the atomic 
displacements, at which point the anharmonic part of the potential is dominant. 
This second parameter thus describes vibrational localization and anharmonieity 
in the glass. The number of particles participating in a localized mode has been 
estimated to be 10-100. 

The Green-Kubo formalism relates transport quantities to (auto-) correlation 
functions of the response of the system to external forces. The total stress in the 
system <7a/J, where a and p are the Cartesian coordinates, is the response of the 
system to an infinitesimal strain field ea0. The shear viscosity rf is given as the 
time integral of the correlation function (17), 

1 = JT{0°° (^(0)^(<)> * , (« * 0). (3) 

where ( ) indicates the thermal average, oa0(t) is the total shear stress at time 
t, V is the volume, and T is the temperature (in units such that ks = 1). Local 
shear stresses in a monatomic liquid have been investigated in Ref. (18). The 
authors find that the increase in viscosity leads to the development of spatial 
correlations of local shear stress. In this view, the percolation of correlated 
regions then leads to the glass transition. Long-range stress fields are interrupted 
by thermal motions of the particles in the liquid and then completely disappear 
at some temperature above the glass temperature, TC > TG. Below T c , the 
supercooled liquid supports long-range stress fields. 

Physical properties of glass-forming liquids are not easily derived from theo
ries that are based on spatial characteristics of particles. Ziman pointed out that 
quantities such as the radial distribution function cannot quantitatively describe 
rare rearrangements which involve a few atoms interacting through interatomic 
forces (19). In random, close packed structures, unstable local configurations are 
produced under the influence of shear stress, and the fluidity is associated with 
the motion along such local coordinates. 

Goldstein (20) and later Stillinger (5) have argued that topographic consider
ations offer an alternative view of viscous and dynamic properties of glass-forming 
liquids. In the normal and moderately supercooled regime, the susceptibility 
spectrum has a single absorption peak. In the supercooled phase, this peak splits 
into a pair of maxima which correspond to slow a- and fast /^-processes (21). 
Fast processes have Arrhenius temperature dependence and are operative at the 
glass temperature. Slow processes have non-Arrhenius temperature dependence 
and are associated with structural changes in the liquid that are frozen-out at TG. 
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6. ZURCHER & KEYES Soft Modes in Glass-Forming Liquids 85 

That is, /^-processes correspond to transitions between local minima ("basins"), 
that are in turn organized in deeper potential energy wells ("craters"). At high 
temperatures, particles explore regions of the configuration space with uniformly 
rough topography, while at lower temperatures, they surmount larger and wider 
potential energy barriers. 

In recent papers (22) - (24), we have followed up on the suggestion by 
Buchenau (25) and identified low-frequency modes in liquids with soft local
ized modes. Here, we mainly summarize our results, and emphasize where the 
shear stress enters in determining the liquid properties. Our findings support the 
view that the dynamics in liquids becomes more solid-like at some temperature 
above the glass temperature, Tc > Ta. In particular, we relate our results to 
recent ideas on the origin of the glass transition (26). 

Soft Modes 

The soft-potential model describes the potential energy surface along a local 
coordinate, 

V0{x) = w[-D2x2 + x4], (4) 

where a; is a reduced coordinate, [x] = 1, and the restoring force constant is 
dimensionless as well, [J92] = 1. It follows that the square of the frequency, 
J2 = cPV/dx2, has the dimension of an energy, [a;2] = [W]. Prom Eq. (4), we 
readily find the density of states at zero temperature, g(u) = 2u>p2(u>2/4W), 
where ^2(^2) is probability distribution of the restoring force. It follows that a 
linear frequency dependence of the DOS implies a constant distribution, 

n 2 

P2P2) = P°2 = const, 0 < D 2 < — . (5) 

In Ref. (27) configurational modes have been shown to explain the additional 
specific heat of supercooled liquids. These configurational modes are identified 
as local stress and are described by a linear term in the soft potential, 

V(x) = W [Dix - D2x2 + x4]. (6) 

Assuming a Boltzmann distribution of the coordinate x, exp(—V(x)/T) (in 
units such that ks = 1), the mean value (x) depends on the external field, 
(x) = (x) (Di). We do not include the external field in our definition of the 
internal energy of the system. Thus, the change in 8V = WD\ (x) follows 
dSV = WD\d(x). Since, d(x) = (d{x) ldDi)dD\, the internal energy follows 
by integration, 

SV = W j Dl^&dDl. (7) 
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86 SUPERCOOLED LIQUIDS 

We find d(x) /dDx = -{W/T)[(x2)0 - {x)% where the averages are evaluated 
with Dt = 0 and D2 = 0. Since (x2)Q = 0MB(T/W)^2 and (x)Q = 0, Eq. (7) 
gives the internal energy associated with a small stress in the liquid, 

W3!2 * 
* V = ~ 0 . 1 6 9 ^ D 2 . (8) 

The energy required to generate a small stress follows SW = — SV. Buchenau 
and coworkers argue (28) that thermal stress is frozen in the liquid at the glass 
temperature Tg and propose that the Boltzmann factor exp(—SW/Tg) gives the 
distribution of the linear coefficient 2?i, 

P i (Di) = 0.231 ( § ) 3 / 4 e x p ^-0.169 (Jf^ 0 ? j . (9) 

That is, D\ is a Gaussian random variable with variance (D2) = 3.96(Tg/W)3/2. 
For temperatures T » Tg, the liquid is capable of rearranging its atomic con
figurations such that thermal stress vanishes. In the limit Tg -» 0, thermal stress 
vanishes at any non-zero temperature, 

Pt(Di) = 6(Di), Tg^0. (10) 

Imaginary Modes Density of States 

The density of states is defined as 

s( W ) = 2u,G(<A (11) 

where G(u>2) is the density of the square of frequencies, 

Here, the coordinate x is weighed by the Boltzmann factor exp(—V(x)/T), and 
the average is taken with respect to both x and the parameters of the soft po
tential D\ and D2. At non-zero temperatures, the spectrum contains both stable 
(uj2 > 0) as well as unstable modes (a?2 < 0). The fraction of unstable modes 
increases with increasing temperatures. 

A temperature scale enters via the variance of the local stress, {D\) = 
3.96 (Tg/W)3^2. In this paper, we only consider temperatures above the glass 
temperature T > Tg. Introducing scaled coefficients and coordinates, 

* - (I 
T \ 3'4 — 

') Du (13) 
1/2 

D*, (14) 

x, (15) 
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6. zORCHER & KEYES Soft Modes in Glass-Forming Liquids 87 

the ratio V(x)/T entering the Boltzmann factor then follows 

(16) 

so that the temperature enters the density of states via the combination Tg/T 
only. In particular, the Boltzmann factor is independent of the energy scale W. 
In Ref. (22) we have taken the limit W -> 0 and have then considered the limits 
T -» 0 and Tg —• 0, such that the ratio T/Tg is constant. We have shown that 
in this limit, the density of states is uniquely defined. Furthermore, we have 
calculated the density of states for a constant temperature T and then studied 
two limiting cases by varying the glass temperature Tg. For T/Tg = O( l ) and 
T/Tg -4 oo, the low- and high-temperature limits follow, respectively. In the 
latter case Tg = 0, and the local stress vanishes, p(Di) = 8(D\). That is, the 
soft-potential model describes the dependence of liquid properties on stress fields 
that has been found by Chen et. al. in a molecular dynamics simulation (18). 

Unstable modes have imaginary frequencies, w = tV. From Eq. (12), the 
density of states follows Gu(u2) = {8(<PV/dx2 - f i / 2 )) . Unstable modes originate 
from both single- and double-well potentials (15). We find the potential energy 
associated with soft modes and thermal stress by setting D% = 0 and D% = 0, 
respectively, V§0/t ~ D\ and Ktre«t ~ We put Vsojt = V9ire99 and find 
an inequality characterizing double wells, Df > 3.375Dj. We replace D\ by 
its average (D2) = 3.96 (Tg/W)^2. Since i / 2 = -<PV/dx2 = W[-2D2 + 12x2], 
the coefficient is bound from below, D% > u2/2W. We conclude that for large 
frequencies, v > vc% the density of states is dominated by contributions from 
double wells, while for small frequencies, v < i / c , it is dominated by contributions 
from single wells. This frequency cutoff uc depends on the product of the glass 
temperature Tg and the energy scale W, 

In the limit Tg -> 0, the thermal stress vanishes and the cutoff is arbitrarily 
small, vc -4,0, so that all unstable modes originate from double-well potentials. 

We have calculated the unstable density of states (22), (29), 

(17) 

G„(^) = c ? 1 . ( o 1 r ) G ' u ( ^ ) r ) , (18) 

where 

(19) 

Here, we have introduced an energy associated with thermal stress, 

y3/2 
(20) 

and an energy of soft vibrational modes, 
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88 SUPERCOOLED LIQUIDS 

In the high-temperature limit, thermal stress is negligibly small and the soft 
potential describes symmetric double wells, 

G > , T ) = e x p ( - £ 0 ( ^ ) 2 ) , T » T g . (22) 

Recalling that thermal stress is represented by the linear term in the soft-
potential model, contributions from highly asymmetric double-well potentials 
dominate at low temperatures, 

G > , T) = exp (-Eo ( ^ ) 4 ) , T ~ T 9 . (23) 

Here, the constant Eq is the ratio of the energy scales EQ and Ep, 

and the frequency scale t/0 is given by 

In molecular dynamics simulations, the above frequency and temperature de
pendence has been found by Keyes for liquids in the supercooled phase, 
— logG^(i/,T) oc v4/T2 (30) and by Vijayadamodar and Nitzan for liquids in 
the normal phase, - log T) oc u2/T (31). 

At intermediate temperatures, the unstable density of states interpolates 
smoothly between the two limiting forms. We find that a linear superposition 
gives an excellent fit without introducing an additional parameter (24), (32), 

G > , T) = R(T) exp ( ^ ) ^ + [1 - R(T)} exp (-E0 ( ^ ) 2 ) . (26) 

Here, the fraction of configuration space with large stress, R(T), has the tem
perature dependence of a thermally activated process, 

R(T) = tanh ( | ? ) . (27) 

Eqs. (26) and (27) suggests spatial inhomogeneity as the shear stress does not 
grow uniformly across the entire system. Rather, at temperatures well above 
Tg, stress is large in small regions of the liquid. These regions grow as the 
temperature decreases, perhaps via some percolation process as Chen et. al. 
have suggested (18). Near the glass temperature, most particles in the liquid are 
in regions with large shear stress. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 5

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

00
6

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



6. ZURCHER & KEYES Soft Modes in Glass-Forming Liquids 89 

Viscous Propert ies: Self-Diffusion Constant 

Viscous properties describe dynamical properties of liquids on long timescales. 
On the other hand, instantaneous normal modes are defined via the short time 
expansion of the equations of motion of particles in the liquid. The topographic 
view of liquids (5) suggests a connection between long- and short-time liquid 
properties. The self-diffusion coefficient (or the inverse of the shear viscosity) is 
approximately equal to the ratio of the time spent in a valley r v to the time spent 
in crossing a barrier, r&, D ~ T1^2To/TV. Since unstable modes are the signature of 
barrier crossings, it follows that any strong temperature dependence of D follows 
from the relation D ~ / t t (T) , where / U (T) is the fraction of unstable modes at 
temperature T. As we have seen, unstable modes originate from both single- and 
double-well potentials. Because hopping over barriers leads to particle transport, 
unstable modes from double wells should only contribute to diffusion. Since the 
frequency vc separates contributions from single and double wells, we have the 
estimate 

D ~ Gu{uc). (28) 

Inserting Eq. (22) into Eq. (28), we find Arrhenius behavior for high tem
peratures, 

/ x f)2Tl/2\ 

D ~ e X p ( - ^ ~ l ^ ) ' T > > T ^ ( 2 9 ) 

while for low temperatures above the glass temperature, Zwanzig-Bassler (33) 
behavior follows from Eq. (23), 

Because the self-diffusion constant and the shear viscosity are related to each 
other via the Stokes-Einstein relation, DTJ/T = const, Eqs. (29) and (30) describe 
an increase of the viscosity by several orders of magnitude as the temperature 
descreases towards the glass temperature. Angell proposed a classification of 
glass formation based on this behavior (84)- Strong liquids show Arrhenius 
behavior, rj oc exp(e/T), over the entire supercooled temperature range, while 
for fragile liquids, the exponential temperature dependence cannot be described 
by a single, temperature-independent activation energy, i.e., e = c(T). Typical 
examples of strong liquids are open network systems such as SiOa and GeC>2, 
while fragile liquids such as o-terphenyl (OTP) have non-directional Coulomb 
and van der Waals interactions. In Ref. (18), long-range correlation of stress 
has been investigated only for a system with non-directional interactions. From 
our results, we expect that a similar investigation for systems with partially 
directional interactions would show a much weaker long-range correlation of shear 
stress. 
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Propert ies of the Energy Landscape 

In the topographic view of glass formation (5) the distribution of barrier heights 
is of particular interest. For each pair of parameters (Z?i, D2) and frequency t/, 
the soft potential defines a unique barrier, 

AV = AV{DUD2;V). (31) 

The distribution of barrier heights is then defined as 

V{E;u) = (S(E-AV))Di>Dl. (32) 

An exact calculation gives the barrier height distribution associated with Ar
rhenius and Zwanzig-Bassler temperature dependence (24)- We have for high 
temperatures, 

V(E;v) = 6(E-^Ep-^ylW^), T » T „ (33) 

and for low temperatures 

We thus conclude that in the absence of thermal stress, the energy landscape is 
uniformly rough such that each unstable mode defines a unique barrier, E„ oc 
v2. We identify Ep with the characteristic energy of local "basins" (5). In 
the presence of stress, the system is in deep "craters" of the potential energy 
landscape. The barrier associated with these craters is random, and we find a 
Gaussian barrier height distribution for each unstable mode, (E2)y oc i / 4 . We 
identify Ea with the characteristic energy of craters. 

Discussion and Out look 

Recent experimental and theoretical investigations have shown that solid-like as
pects of liquid dynamics are important for understanding properties of liquids 
near the glass transition (26). In dielectric measurements, the structural relax
ation time r indicates qualitative changes at some temperature TC above the glass 
temperature, TE > TG (35). Above T c , structural relaxation in the normal liquid 
is characterized by a single activation energy EA, T oc exp(—£U/T). Below T C , 
the relaxation is characterized by spatial and dynamical heterogeneities, and the 
temperature dependence of r no longer follows Arrhenius behavior. Spatial inho-
mogeneities imply a "decoupling" between rotational and translational diffusion 
(S6), (37). 

Qualitative changes in the dynamics at some temperature above TG has been 
predicted from mode coupling theory (MCT) (38). M C T is a hydrodynamic 
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6. ztfRCHER & KEYES Soft Modes in Glass-Forming Liquids 91 

theory of nonlinear interactions of density fluctuations in which glass formation 
is an ideal kinetic transition. At T c , different relaxation mechanisms decouple and 
the Johari-Goldstein /3-process appears below Tc (21). Fast dynamic processes 
are evident as excitations in the frequency range u ~ 10 to 100 GHz (89). The 
spectrum has contributions from quasi-harmonic modes (single-well potentials) 
and relaxational modes (double-well potentials). The contributions from quasi-
harmonic modes are referred to as the "boson peak." 

Fast dynamic processes are observed in measurements of the mean square 
displacement (Debye-Waller factor). A transition-like behavior is observed in the 
temperature dependence of the slope at a temperature above Tg (84). Buchenau 
and Zorn reported neutron time-of-flight measurements of atomic displacements 
for frequencies above 10 GHz in glassy, liquid and crystalline selenium (40). They 
found a linear relation between the logarithm of the viscosity and the inverse 
of the enhancement of the mean square displacement. Since the viscosity is 
inversely proportional to the diffusion constant, this result is in agreement with 
our prediction from the soft-potential model (28), 

z ? ~ e x p H w ) ' r > > T 8 - ( 3 5 ) 

Here, (x2)p is the displacement of fast processes, (x 2)^ = 4 T / f l 2 , and {x2)atatic is 
the displacement for zero restoring force constant D% = 0, {x2)Hatic = 0.338T^ 2. 

Instantaneous normal modes (INM) are an ideal tool for investigating solid
like properties of liquid dynamics. The I N M spectrum consists of both stable 
and unstable frequencies. The real frequencies describes oscillations around rigid 
aperiodic structures, while the unstable frequencies are a signature of the fluidity 
of the liquid. Structural rearrangements of 20-100 particles give rise to low-
frequency vibrational modes, which we have identified with soft modes. The 
potential energy profiles of soft modes are double wells. These double wells 
become single wells under the influence of sufficiently large stress. Single- and 
double-well potentials in liquids are described by the soft-potential model, which 
is an extension of the two-level-system (TLS) model for glasses. The TLS model 
assumes that atoms (or a group of atoms) reside in either of only two minima of 
the local potential surface. 

The complex energy landscape of glasses is represented by an ensemble of 
TLSs characterized by a distribution of TLS parameters. The many-body system 
visits all configurations accessible at each temperature, and thus properties of 
its energy landscape depend on temperature. In fact, our results from the soft-
potential model suggest qualitative changes in the energy landscape at some 
temperature above the glass temperature. At high temperatures, T » Tg, the 
landscape consists of local "basins" characterized by a uniform barrier height 
distribution. For T ~ Tg, the system visits deep "craters" of the potential energy, 
and each unstable frequency defines a Gaussian distribution of barrier heights, 
(E2)y oc i / 4 . We have shown furthermore that this change implies a crossover in 
the temperature dependence of the shear viscosity (or the self-diffusion constant) 
from Arrhenius-, log 77 a 1/T, to Zwanzig-Bassler-behavior, log rj oc l/T2. 
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Some ideas presented in this paper may prove useful in understanding pro
tein dynamics. In fact, structural relaxation of proteins and glass-forming liquids 
have similar properties. "Glass-like" transitions in globular proteins have been 
observed in neutron scattering (41) and molecular dynamics simulations (42). It 
is found that the line shape of the inelastic-scattering function follows the scal
ing predictions of mode coupling theory. Alternatively, the glass-like behavior 
observed in the Mossbauer spectrum of the iron atom in myoglobin has been 
interpreted as softening of low-frequency vibrational modes (43). The complex
ity of the energy landscape in proteins is evident from hierarchical structure of 
local minima along conformational coordinates. These minima correspond to the 
conformational substates which were first used to interpret the nonexponential 
time dependence of CO rebinding on myogobin after photodissociation (44)-

Recently, picosecond vibrational echo experiments of myoglobin-CO have 
been reported that examine the influence of protein dynamics on the CO lig-
and bound to the active site of the protein at physiologically relevant tem
peratures (60 to 300K) (45). The vibrational echo of the CO-stretch decays 
exponentially in time which implies a Lorentzian lineshape with the width 
T = (irT2)"~l = ( T T T 2 * ) - 1 + (27rTi)-\ where T2 is the homogeneous dephasing, 
T\ is the vibrational lifetime, and T2* is the pure dephasing. The pure dephasing 
has power-law temperature dependence below the glass temperature of the sol
vent (Tg ~ 185 K for glycerol/water) and then becomes exponentially activated, 
1/T2* = aTa + bexp(-AEfT) with a = 1.3 ± 0.1. This power-law behavior is 
a "universal" feature of glasses and has been explained using the TLS model 
for glasses (46). In particular, the exponent a ~ 1.3 implies flat distributions 
for both the tunneling parameters and the energy splittings of TLSs. The au
thors of Ref. (45) propose protein two-level-systems to explain the temperature 
dependence of pure dephasing below Tg. Above Tg, barriers of conformational 
changes are lowered and the protein becomes more flexible. In future work, the 
soft-potential model can be used to describe vibrational dephasing from both 
tunneling and thermally activated processes. Such an investigation will be of 
particular interest as it will allow us to study in detail the combined effect of 
dynamic and spatial heterogeneity on protein dynamics at elevated temperatures. 
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Chapter 7 

Entropic Approach to Relaxation Behavior 
in Glass-Forming Liquids 

Udayan Mohanty 

Eugene F. Merkert Chemistry Center, Boston College, Chestnut Hill, MA 02167 

Adam-Gibbs picture of a "cooperative rearranging region" in glass-forming liquids 
is generalized. The extension leads to differential equations which are suggestive of 
the differential equations emerging in Wilson's theory of critical phenomena. A 
relation between the size of a "cooperative rearranging region" and the entropy 
emerges from solving these differential equations. The size of the region does not 
diverge near the glass-transition temperature. The line of metastable states of the 
supercooled liquid leads to a "twice unstable" fixed point This elusive fixed point 
is identified with the Kauzmann temperature. Polymorphism between fragile and 
strong liquids is accounted for in terms of a "discontinuity" critical "end point". 
The "discontinuity" fixed point leads to a non-critical phase via a first-order phase 
transition. The relaxation time of supercooled liquids is expressed in terms of the 
topography of the potential energy hypersurface in configuration space via a non– 
equilibrium generalization of the Adam-Gibbs model. 

There has been renewed experimental and theoretical activity in trying to unravel 
and understand glass-forming liquids and the amorphous states of matter (1,2). 
Theoretical techniques to describe the supercooled and the glassy states are 
hampered by the fact that these states are far away from equilibrium (2,5). 

A theoretical framework is proposed that extends the seminal Adam-Gibbs 
picture (4) of a "cooperative rearranging region". The technique leads to differential 

© 1997 American Chemical Society 95 
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96 SUPERCOOLED LIQUIDS 

equations that appear in Wilson's renormalization group (5,6) approach to critical 
phenomena. The polymorphism of the glassy state as well as the Kauzmann 
temperature is controlled by fixed points of these differential equations. A non-
equilibrium generalization of the Adam-Gibbs model is also described in terms of 
the inherent structures of the supercooled state (2,5,7). The notion of a cross-over 
temperature Tx below which motions are governed by "entropie" barriers emerges 

from the formulation. 

Adam-Gibbs Model. In elucidating the features of supercooled liquids, Adam-
Gibbs (AG) introduced the idea of a "cooperatively rearranging region" or domains 
(2,4). It is defined to be part of the system, i.e. a "subsystem" that on "fluctuations 
in enthalpy" is capable of rearranging itself in a cooperative manner unconstrained 
of its surroundings (2,4). In this model, the probability per unit time for 
"cooperative rearrangements" is given by (2,4) 

W(Z',T).ACW[^). (1) 

Here, kB is the Boltzmann's constant, is the molar enthalpy, T is the absolute 
temperature, A is a constant which is weakly temperature dependent, and z is the 
"minimum" number of molecules in a domain that leads to "cooperative 
rearrangements". 

In the Adam-Gibbs picture, the "minimum" size z is intimately related to the 
molar configurational entropy SC(T) of the undercooled melt (2,4) 

* , v s Na 

where NA is the Avogadro's number. The quantity s appearing in Eq. (2) is the 

configuration entropy of "minimum" size domains (2,4). These are the smallest 
domains that allow cooperative relaxation. Since the specific heat difference ACp 

between the equilibrium melt and the glassy state at Tg is approximately constant, 
the configuration entropy SC(T) is obtained via (2,4) 

T 
Sc(T)-f±^dT. (3) 
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Here, T2 is a reference temperature usually identified with the Kauzmann 
temperature. By definition, the configuration entropy vanishes at the Kauzmann 
temperature T2 . 

A few comments are in order. First, Eq. (2) makes no assumption about the 
existence or the nature of the Kauzmann temperature. Second, according to Eq. (3), 

configurational entropy varies with temperature as ACp ^n|̂ "j (2t4)> Third, the 

change of Gibbs-free energy A G - z Ap (2,4). On combining Eqs. (2) and (3) one 
observes that AG is singular as T -* T 2 . 

New Picture of "Cooperative Rearranging Region". A d a m - G i b b s 
considered an isothermal-isobaric ensemble of "cooperatively rearranging regions". 
Any given member of the ensemble has the same number of molecules (2,4). The 
partition function of the supercooled liquid is constructed so that the phase space 
associated with crystal-like packing configurations has been excluded. The partition 
function A(7\P,z) of the ensemble is (2,4) 

A ( z , P , F ) . ^<^E>V9z)cKil(-fiE-pPV)9 (4) 
EM 

where /3 - —— and co(£,V,z) is the density of states at energy E and V. Since 
kBT 

the Gibbs-free energy is defined as /3G(z, P, T) - - In A(z, F, P ) , the ratio of the 
subsystems that allows transitions, to the total number of subsystems in the 
ensemble, is proportional to exp(/3AG) (2,4). 

Each term in the sum over E and V in Eq. (4) is analytic in 7 \P , and z. But, 
near the temperature T 2 , A G find a "singular" behavior of the partition function 
(2,4). Various approximations to the partition function then lead to the expression 
for transition probability r j for "cooperative rearrangements" as given by 

Eq. (1). However, w(z-,t) is not an analytic function as T -* T2. 

To deduce such "singular" behavior in thermodynamic functions, such as the 
free-energy, by explicitly evaluating the partition function is not a simple task for 
several reasons. First, evaluation of the "singular" part of the free-energy requires 
precision that is hard to accomplish by conventional techniques and approximations 
(2,5,9). Second, "singular" feature of the partition function can appear only in the 
so-called thermodynamic limit (2,5,9). 
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It is suggested that generalization of the Adam-Gibbs picture in terms of 
differential equations of the renormalization group may provide insights into the 
low temperature relaxation dynamics of glass-forming liquids (2,9,10). Since it is 
easier for singularities to arise by solving differential equations, the hope is that 
these differential equations would lead to non-analytic behavior (if any) in the free-
energy. 

The total volume, L 3 , of die system is partitioned into cubic "blocks" or "cells", 
each of length L (9,2). Each block has zL number of molecules. As the temperature 
of the system is lowered, the configurations available to a subsystem for 
"cooperative rearrangements" decrease (9,2). What this suggests is the relevance as 
well as the importance of accounting for correlations between the "Mocks" (9,2). 
Consequendy, one introduces the "correlation length" f to denote die size over 
which the blocks are correlated. 

As the temperature is lowered, the "blocks" grow in size compared with typical 
molecular scale length Long wavelength fluctuations govern the relaxation 

behavior of supercooled liquids in the A G model. To put it differentiy, the short 
wavelength fluctuations are integrated out form the partition function under 
renormalization group transformations (5,6). The exact nature of the 
renormalization group transformation is not necessary, except to note that the 
partition function is die same before and after such a transformation (5,6). 
Consequendy, the Gibbs free-energy of a "block" and the Gibbs free-energy per 
unit volume of the subsystem obey the relation (2,9,5) 

g{z.a)^Cat{zL9aL). (5) 
Further, the correlation length f ( z L , a L ) of a "block" is linked to die correlation 
length f (z, a) of the subsystem (2,9,5) 

%{z,a)-I4{zL,aL) . (6) 
In the framework of renormalization group, die a's include the "relevant" as well 

as the "irrelevant" variables (5). Example of a "relevant" variable is the number of 

flex bonds introduced by Gibbs-DiMarzio in their theory of amorphous polymers 

(2,8). 

Differentiating Eq. (5) with respect to temperature leads to the relation (9,2) 

s ( z , a ) - L" 3 s (z L , a L ) + ( p ) ^ g ( z L , a L ) , (7) 
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where j ( z L , a L ) is the entropy of a "block". The ratio of the volumes L 3 / L 3 is a 

measure of the number of "blocks". If one takes a mole of the substance, then there 
N 

are also —^ "blocks". This observation together with Eq. (7) provides the link 

between the size of a "block" and the entropy of the subsystem (9,2) 

„ NAs(ZL><*L) . 

The Adam-Gibbs relation (2) emerges if (a) the second term in Eq. (8) is 
disregarded, (b) (Hie approximates zL by its "minimum" value z , and (c) the total 
entropy which includes vibrational anharmonieity is approximated by the 
configurational entropy. 

If Zi and aL are solutions of Eqs. (5) and (6), then we can differentiate both 
sides of the equations with respect to L . The variations of the "effective couplings" 
zL and aL are (2,5,9) 

^ . r ( z L , a L ) , (9) 

^•-Q{zL,aL). (10) 

Eqs. (9)-(10) define the functions T(zi9aL) ami Q ( z L , a L ) ; they are L dependent 

entirely via zL and a L . The differential equations for zL and a L are the desired 

generalization of the A G model. They are reminiscent of Wilson's renormalization 

group equations in critical phenomena (5,6). 

Correlation Length. Let xt denote the relaxation time for a local "rearranging 

region" in the volume V. Various subregions of size z may span die volume. It is 
fruitful to considers how lnx^T) deviates from lnr(T) . The temperature 

dependence of the relaxation time is assumed to be given by Eq. (1); however, no 
assumption relating z (T) to the configurational entropy of the system is necessary 
(2,11). By making use of fluctuations of the size z (T) in the volume V(2,ll) 

p2kBTgLKTg (11) 

an expression is deduced for the "correlation length" f « V in terms of quantities 

that are experimental measurable (2,12) 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

00
7

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



100 SUPERCOOLED LIQUIDS 

f ( i - » M - f 3 ' w « r , ) 

[fiGf\ • < 1 2 ) 

Here, the quantity ^A 2 ln is a gauge of the "width of the distribution of relaxation 

times". This expression for the "correlation length" has been generalized (12) to 
include a non-equilibrium extension of die A G model described below. 

Using the data in ref. 13, the "correlation length" is evaluated in the vicinity of 
the glass transition temperature Tg. One finds that %(Tg) is in the range of 0.6 nm 

for boric oxide, while it is 0.7 nm for glycerol and 1.5 nm for P V A C (11,14). 
Thus, the "correlation length" does not diverge at or near Tg. Computer 

simulations are in agreement with this conclusion (15-17). 

Inherent Structures: Dynamics in Basins. The relaxation time of glass-
forming liquids is intricately linked to the topography of the potential energy 
hypersurface <1> (1-3,7-8,15-17). The absolute minima of the <i> hypersurface 
terrain is assumed to be the crystal. Since we are interested in supercooled liquids, 
the crystalline packings have been eliminated from <P. 

Steepest descent quenches have been utilized with considerable success to 
identify the local minima in model systems (2,3,7). What computer simulations 
reveal is that transitions to nearby minima are basically due to "localized" 
rearrangements in the volume of the sample (2,3,7). Further, even though a small 
set of the total number of the N particles participates in the "localized" motions, a 
number of these rearranging regions stretch across the volume of the sample 
(2,3,7). An implication of this observation is that there is an aggregation of 
transition states in regions intersecting the basins (2,3,7). In addition, although the 
heights of the various minima are of order of magnitude N, the value of # changes 
by a small amount as the phase point makes excursions from one local minimum to 
another minimum (2,3,7). The number of minima in the range <j> + A$ scales as 
exp(iv*)<75(#)A#, where <r5($) is the distribution of minima and <p is the depth of 

the local minima per particle (2,3,7). 
To describe the potential energy hypersurface, we introduce a variable 0a(ro) 

that is one if the configuration point r o is located within "cell" a and is zero 

otherwise (2,18-20). The collection of J 0 a ( r o )} introduces a complete basis set 

in the configuration space. The phase space distribution g(Xt) enables us to 
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7. MOHANTY Relaxation Behavior in Glass-Forming Liquids 101 

obtain the probability that at time t the configuration point r o is in "cell" labeled 

a (2,18-20) 

PjLt)-fdXOa(X)g(X,t). (13) 

At initial time the distribution function g(X,0) - g ^ / X ^ f l ) ; here Q(0) is a 

function of the "cell" like variable. The evolution of Pa (t) is derived by projection 

operator techniques. If the system looses memory of where it was at initial time, 

then (2,18-20) 

pa(t) - 2lK«rPr»- V a « ] , (14) 

where - the probability per unit time for the system to execute a jump from the 

"cell" a to the "cell" y is dictated by the principle of detailed balance (2,7,20) 

K ffoa(E))f2. ( £ ) ( 1 5 ) 

The phase space volume of the "cell" a is indicated by (Ma(E)) (2,7,20). The 
matrix ^ . ^ ( i s ) appearing in Eq. (15) is symmetric in "cell" variables. 

Entropic forces. To elucidate the evolution of the system on the hypersurface, 
we introduce a set of intensive order parameters £ . Examples of £ are <p and the 
specific volume (2,3,7). We consider the time dependence of the probability in the 
"space" of the order parameters (7,20) 

P ( £ a , r ) - e x p ( i V o ( £ a ) ) P a ( 0 . (16) 

The distribution of the minima in the order parameter "space" o ( f a ) is deduced 

from the total entropy of the system s(£a,E) and the volume in phase space of 

"cell" a (7,20) 

e x p [ s ( £ a , £ ) / kB] - (M a (E))exp(Ara(£ a )) . (17) 

In the limit the order parameters acquire continuous set of values, we obtain from 
Eqs. (14)-(17) a master equation (7,20) 
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102 SUPERCOOLED LIQUIDS 

£ M - J ^ C C ^ ^ C E ) - .£)) / 2kB}F{ca)) 

- exp{ (5 (C t , £ ) -5 (e ,£ ) ) /2* B }p(e .O] 

(18) 
The transition matrix A ( £ \ £ , £ ) is approximated by averaging ^ , _ R ( E ) over 

basin a located at £* and basin y located at £ , and then weighting it by the term 

«p((f)[o(C) + o(C)]) (7.20). 

A n expansion of the master equation in terms of system size is implemented 
since, as discussed earlier, the order parameters changes are approximately 1/N due 
to transitions between cells (2,7,20. This leads to a Fokker-Planck equation in 
which die so-called "thermodynamic" force F is a direct consequence of "entropic 
barriers" (2,7,20) 

F ( t E) - (kBTYlgrad{s(Z9E)). (19) 

The mobility tensor £(£,E) is given by (7,20) 

i*-%fdC4,fa-CiElACf9 (20) 

where A 0(c.^(?-£)>Af ,;2^ « A ( £ , £ \ E ) . Assuming linear response, the 

mobility (tensor) and the diffusion coefficient are related by the relation 

We assume that die free-energy F(£) is an extremum. Variations of f ( £ ) lead 
to die condition - £^(E). The "thermodynamic" force gradS(£,E) vanishes 
on a surface defined by £* - £ 5 ( E ) . The overlap of and £* at energy E 
imposes a restricted order parameter space: £ - £ (E). The hypothesis here is 
that the characteristics of the relaxation rate on temperature in glass-forming liquids 
arise because die slowest mode (defined below) evolves towards equilibrium on 
this surface (20). 

We solve Eq. (18) in the "diagonal" approximation to die diffusion tensor and 

by expanding ? ( £ , £ / ) as J % E)exp(-(o^), where Wn(k,E) is the 
it 

Fourier transform of ipn(£,E) in the order parameter "space". One obtains an 
integral equation for Wn(k, E) (20) 
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7. MOHANTY Relaxation Behavior in Glass-Forming Liquids 103 

(21) 

V{ is the "volume" of the order parameter "space" of dimension d. A sum over the 

repeated index is implied in Eq. (21). In deriving Eq. (21) it is assumed that 
/ • \ / \ d2\s{Z,E)/kB] 

D\j£ , Ej is parallel to *(£ ,£) - — 1 1 — the curvature of the "entropic 

barriers" at energy E and order parameters £ . 

Eq. (21) is remarkably similar to die Cooper pair equation in the BCS theory of 
superconductivity (21,20). The quantity ¥„(*; £ ) is equivalent to the Cooper pair 

wave function in Fourier space (21,20). The electron pairs interact via an attractive 
interaction in die BCS theory (27). This term is analogous to die curvature *(£, E) 

of the "entropic barrier" (21,20). Stability conditions require that *(£*) be less 

than zero. 

Relaxation Time and Cross-over Temperature. Our conjecture (20) is that 
the slowest mode evolves towards equilibrium on the order parameter surface 
£ - £ ( £ ) . Since die Prigogine-Defay ratio is larger than unity for supercooled 
liquids, atleast two order parameters are required to describe the surface (22,20). 
The integral equation for W n (£ , E) is solved explicitly. The relaxation time of the 

slowest mode is (20) 

r, - r D ( D ' ( E £ ' , ( * - ) ) ) e x p | ^ ^ | . (22) 

Here k* is a wave vector corresponding to the order parameter £* and B is a 

function of T, kBf V% and (£*) 2 . If s[(k\E))^sm(E)f((k*))9 and /((**)) is 

weakly temperature dependent, then die temperature dependence of the slowest 
mode is that predicted by Adam-Gibbs. 

The term A ( £ , £ \ E ) appearing in Eq. (20) is linked to £ ( £ , £ ' , £ ) - the 

probability per unit time; the later quantity is expressible in terms of the free-energy 
of "activation" F (£ -* f ) and a frequency factor cti0(£) 
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104 SUPERCOOLED LIQUIDS 

A(£ ,S \£ ) - exp( - /3 /2 [F(£) - f(C)])cxp{HB /2[o(C) + o{?)} 

x c o 0 ( ? ) ( ( e x p - i 3 / 2 F t ( £ - ? ) > > 

(23) 
The brackets (( )) indicate an average over "cell" /J near £ and "cell" a near 

£* (7). By expanding the free-energy and the configurational entropy terms in Eq. 

(23) on the "critical" surface £*(£), and on substituting it back in Eq. (20), one 

obtains an expression for the diffusion coefficient D (E). Further analysis leads to 

die existence of a cross-over temperature 

Tx~f~. (24) 
KBKu 

Here, KS and KU are the curvature of the entropic and the potential energy barriers 

respectively. For temperature less than Tx the dominant mode of relaxation towards 

equilibrium is via "entropic" channels in configuration space (20). 

Fixed Points, Topology, and Kauzmann Temperature. In this section we 
address the following question: Can one relate the characteristics of the "fixed 
points" associated with the Hamiltonian of a glass-forming liquid to the Kauzmann 
temperature T 2 and die polymorphism of the glassy state (1,24)? 

To address this question we make the following observations. First, the 
conventional dogma is that different experimental routes should lead to almost the 
same thermodynamic glassy state. However, what has been recentiy discovered is 
that compression of a crystal at temperatures below T g leads to high density glassy 

states (24,25,26). These glassy states on decompression change back to the low 
density vitreous ice, which itself may undergo a first-order phase transition to the 
high density phase (24,25,26). Further evidence of the so-called polymorphism 
phenomena in the glassy state comes from computer simulations of amorphous ice 
(27). Second, there are systems in which a fragile liquid is known to undergo a 
first-order phase transition to a strong liquid during quench (1,24,28). Examples 
of such systems include Y2O3-AI2O3 and silicon (1,24,28). Third, a strong liquid 

can be converted to fragile liquids by application of an external pressure 
(1,24,25,26). Fourth, as argued above, correlation length does not diverge near 
the glass transition temperature (11-13). This is in accord with experiments (2,13) 
as well as simulations (15-17). Finally, since the Prigogine-Defay ratio at T k is 
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7. MOHANTY Relaxation Behavior in Glass-Forming Liquids 105 

larger than unity, at least two order parameters are required in addition to T and P 
(22). 

The Hamiltonian of a glass-forming liquid under renormalization group 
transformations leads to Eqs. (9)-(10). The stationary points of these equations are 
the fixed points (5,6); they can be identified in principle. Based on our 
generalization of the Adam-Gibbs model, we make the hypothesis that the line of 
metastable states of the supercooled liquid (Figure 1) leads to an "unstable" fixed 
point D*. By assumption, the line of metastable states is on a "critical" surface. 

Since T and two order parameters are required to describe the amorphous phase, the 
fixed point D* is "twice unstable" (5). Further, since trajectories cannot leave a 

"critical" surface except at the fixed points (5,6), all trajectories on the "critical" 
surface flow away from D* (Figure 1). The trajectory G A on the "critical" surface 
flow towards a low temperature "unstable" fixed point P A , while the trajectory Gp 

flows toward the "high" temperature fixed point. Off the "critical" surface, 
trajectory such as Gp Q flows towards the "stable" fixed point P Q - the "ground" 
state of die system (8). Thus, die fixed point D* can be thought of as the "top" of a 
hill. G A and G p are thus ridge lines (5,6). The "unstable" fixed point P A is a 

saddle point; it is unstable in one direction but stable in the orthogonal direction 
(5,6). There is a gully that runs from the saddle point to P Q . 

Associated with D«, there is a sub-domain of "relevant" interactions which 

would lead under a renormalization group transformation to a fixed point. The 
dimension of the domain D* is smaller than the dimension of the parameter space of 

the Hamiltonian by two (5,6). This imposes topological constraints. To understand 
this point, one defines a "canonical surface" C. C is the set of values of the various 
interactions that one initially chooses in the model Hamiltonian (Figure 1). Since 
the fixed points are topological as well as random in nature with respect to the 
choice of the canonical surface C, "twice unstable" fixed point D* is "elusive" 

(5,6). What this means is that the curve C is not likely to intersect the fixed point 
D*. 

The presence of the fixed point D* is felt at high and at low temperatures. Since 

the renormalized trajectories are either into the high temperature or the low 
temperature phases, one may not be able to reach D* in "equilibrium" experiments. 
In other words, the only way to be at D* is to sit on "top" of the hill which is 

possible if one knows the initial coordinates. We identify the "twice unstable" fixed 
point D* with the Kauzmann temperature. 
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SUPERCOOLED LIQUIDS 

Figure 1 shows a schematic view of the topology of the 
renormalization group surface for glass-forming liquids. The fixed 
points D*, P A and P F sue on the "critical** surface. The fixed D* is 

"twice unstable" and is identified with the Kauzmann temperature. 
The fixed point P Q denotes the "ground state" of the system. 
Polymorphism is described by the "discontinuity" fixed points P F 

and P s . The free-energy surfaces cross at a temperature T F S and 

give rise to a first-order phase transition. The mows indicate die 
directions of the renormalization group trajectories. P A is a saddle 

point Pressure effects have not included. 
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7. MOHANTY Relaxation Behavior in Glass-Forming Liquids 107 

If T and Q are assumed to be analytic at die "twice unstable" fixed point, then 
Eqs. (9)-(10) is solved as follows (2,5,9). The "effective couplings" are integrated 
until L « %. When L « § , the block correlation length and die free-energy are 
calculable by conventional methods. Eqs. (5) and (6) then allows us to construct 
the subsystem correlation length and the free-energy (2,5,9). 

In the inherent structure picture of glass-forming liquids, regions of the 
configuration space have different topologies (1,2, J). The so-called "megabasins" 
are separated from other "megabasins" by potential energy barriers which are large 
compared to thermal fluctuations (2,2, J). The observed polymorphism is accounted 
for by a first-order phase transition from one "megabasin" to another on the 
potential energy hypersurface (7,3). Thus, there is a free-energy surface associated 
with each "branch" of the metastable states. 

In a first-order phase transition there is a discontinuity in die order parameters 
for temperatures below a certain temperature; both the phases have a finite 
"correlation length" and are non-critical. However, in this case, one of the two 
phases, namely that corresponding to the fragile liquid is "critical". This implies the 
existence of "discontinuity" fixed points P F and P s on the free-energy surfaces 

(29,30). It is discontinuous in the sense that there is one fixed point on each free-
energy branch of the coexisting phases (37). The "discontinuity" fixed points may 
be anywhere on the free-energy surfaces (37). The fixed point P F on the free-
energy surface is a critical "end point" since a "non-critical" phase coexists with a 
"critical" one. The two free-energy surfaces cross at a temperature T p s leading to a 

first order phase transition. Consequently, the correlation length of the "critical" 
phase will be termed the "coherence length" (30). The later quantity measures 
"long-range order" in thermodynamic quantities that identifies the characteristics of 
the two phases (30). The trajectory on the free-energy surface of the "non-critical" 
phase flows towards a low temperature fixed point associated with the amorphous 
state of matter. 

Concluding Remarks. The above formalism is capable of elucidating the roles 
played by the unstable and the stable modes (32,33) in normal mode analysis of 
transport coefficient such as self-diffusion. It will be potentially fruitful to 
investigate the relationship of this methodology to the "avoided" critical point (34), 
the scaling (35, 36) and the non-trapped and caged diffusive motion approaches to 
supercooled liquids (37). 
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Chapter 8 

The Replica Approach to Glasses 

Giorgio Parisi 

Dipartimento di Fisica, Universitá di Roma La Sapienza, Istituto Nazionale di 
Fisica Nucleare, Sezione di Roma I, Piazzale Aldo Moro, 00185 Rome, Italy 

Here we review the approach to glassy systems based on the replica 
method and we introduce the main ingredients of replica symmetry break
ing. We explain why the replica method has been successful in spin glass 
and why it should be successful for real glasses. 

The idea that glasses and spin glasses have something in common (beyond the name) 
is often stated in the literature. We can hope that the progresses that have been done in 
these last 20 years in the study spin glasses can be exported to glasses (7-3) . Many 
of these progresses employs the replica method with the assumption of spontaneous 
symmetry breaking. 

The aim of this note is to describe the foundations of the replica method and to show 
why glasses are well inside its scope. It is organized as follows: in the first section we 
review the replica method and we introduce the formalism of replica symmetry break
ing. In the second section we recall some mean field results that have been obtained for 
infinite range generalized spin glasses. In the third section we present some considera
tions on real glasses and in the final section we explain why the replica method should 
work for real glasses. Finally, in the Appendix we present a first computation of the 
properties of a soft sphere glass using die replica method. 

The Replica Method 

Why Replicas? If we deal with systems which order in a simple way at low temper
ature (i.e. crystal forming materials, ferromagnets), life is simple: we have to find the 
ground state and study the fluctuations around the ground state. 

The situation is much more difficult when the for one reason or another (intrinsic ran
domness, chaotic dependance on the size of the system) the ground state is not known. 
In this case it is convenient to introduce replicas of the system. For example, in spin 
glasses, where the fundamental variables are Ising spins which are defined on the points 

110 © 1997 American Chemical Society 
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8. PARISI The Replica Approach to Glasses 111 

of the lattice, one introduces n replicas of the same system (1,2), with Hamiltonian 

H=,£H[O*]. (D 
o=l,n 

Let us consider the case where at low temperature the system develops a spontaneous 
magnetization, which change sign from site to site with zero average, i.e. 

< <?a(i) > = rn(i). (2) 
In this case the system average of the magnetization, i.e. 

m _ Ei=i,iv < *«(») > m 

N ' 
is not informative. On the contrary if we look to two-replica quantity (for a ^ 6), we 
find the rather interesting result: 

_ E i ^ * < *«(*)«*(») > Ei=i t*™(*) 2 

^ = _ , _ . (4) 

In a nutshell, we use one replica to probe the properties the other replica. Correlation 
functions among different replicas (averaged over the system) contain information on 
the properties of the ground state of the system although they are not sufficient to de
termine the ground state. 

Using this formalism we accomplish two goals: 

• If we measure the correlations among replicas and not the ground state directiy, we 
have quantities which should be more stable when we perturb the system. 

• If we succeed to write down theoretical relations for the correlations among different 
replicas, we can use them to solve the model without having to compute the ground 
state. 

The Breaking of Replica Symmetry. Things are more complicated if we have more 
than one ground state. For example, for Ising spins in the absence of a magnetic field 
there are always two possible values of the magnetization, which are obtained by chang
ing die sign to all the spins. 

Usually we cure this problem by adding a small magnetic field, but this does not 
always solve the problem, e.g. it does not solve the problem in the case of an antiferro-
magnet. In this case one finds that 

< ^a{i)ab(i) >= 0, (5) 
because the four (two for the replica a and two for the replica b) states give an exactiy 
equal modulus and cancelling contribution. 

The solution is simple: for example in the case n = 2 we consider the following 
Hamiltonian (4-7) : 

H = H(ax) + H(o2) - c J j - ^ i W ^ W , (6) 
t 

and we study its properties for small e. 
Now the Hamiltonian is invariant under the change of both the first and the second 

replica together. If there are two states, having magnetization ±m(i) one finds 

r t\ v f\ Et=itisX(*) 
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112 SUPERCOOLED LIQUIDS 

9(e) = 
E , 

(7) 
N 

By adding a term which couples different replicas and observing if the correlations 
among replicas are continuous or discontinuous when this parameter changes sign, we 
can monitor the existence of one of more equilibrium states. Just because the equiva
lence among replicas is destroyed by an infinitesimal field where more than one equi
librium state is present, we say that in this situation replica symmetry is spontaneously 
broken (1,2). 

It is evident that if we should consider only the case in which the equilibrium states 
differ by a simple symmetry transformation, the replica formalism would be correct, but 
may be not so useful. The real power of the replica formalism shows up when there are 
many equilibrium states of different free energy. In one of the most simple non trivial 
cases which can be studied by using this formalism, there are many equilibrium states 
and the probability of finding a state with free energy F = AF 4- F0 (F0 is the free 
energy of the lowest lying state) increases as 

where the parameter m characterize the way in which the replica symmetry is broken 
(1, 2). This case is usually called one step breaking. 

There is an algebraic formulation of the replica method in which one encodes the 
information coming from the structure of the states in correlations among replicas. The 
n replicas are divided in groups in such a way that correlations among replicas belonging 
in the same group are the same. For example in the previous case of one step replica 
symmetry breaking, one divides the n replicas in n/m groups of m replicas each. This 
construction may look rather artificial, but it turns out to be an extremely efficient way 
of describing in a compact way rather complex situations. Moreover, this formulation is 
well suited for doing computations (1,2). It may take some work to do the decoding and 
to find out which are the physical properties of the state distribution from the assumed 
form of replica symmetry breaking; however, this decoding is always possible and the 
structure of the probability distribution of the states mirrors the structure of the algebraic 
properties of the replicas. 

Mean Field Results 
In these recent years there have been much progress on the understanding of the behavior 
of glassy systems in the mean field approximation. The main results have been obtained 
for the following cases: 

• Models with random quenched disorder have been well understood also from the 
dynamical point of view. 

• Models with random quenched disorder, which display a glassy transition quite sim
ilar to that of the previous models. Some of the results obtained for systems with 
random quenched disorder have been extended also to these systems. 

Let us see what happened in more detail. 

Systems with Quenched Disorder. Generally speaking when the interaction range is 
infinite, the thermodynamical properties at equilibrium of a spin model can be computed 
analytically. When the system is disordered, we must use the replica method (1,2). A 

P{AF) oc exp(/3mAF), (8) 
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8. PARISI The Replica Approach to Glasses 113 

typical example of a model which can be solved with the replica method is a spin model 
with p spin interaction. The Hamiltonian we consider depends on some control variables 
J , which have a Gaussian distribution and play the same role of the random energies of 
the Random Energy Model (REM) (10) and by the spin variable o. For p = 1,2,3 the 
Hamiltonians are respectively 

= J2 Ji(Ti> = Yl J i ^ k V = Yl J^WM ' ( 9 ) 

t=l,Af i,k=l,N i,k,l=l,N 

where the primed sum indicates that all the indices are different (8,9). The N variables 
J must have a variance of 0(N^l~p^2) in order to have a non trivial thermodynamical 
limit. The variables o are usual Ising spins, which take the values ± 1 . From now on 
we will consider only the case p > 2. 

In the replica approaches one assumes that at low temperatures the phase space breaks 
into many valleys, (i.e. regions separated by high barriers in free energy). One also 
introduces the overlap among valleys as 

7 ) s , (10) 

where oa and 0*7 are two generic configurations in the valley a and 7 respectively. 
In the simplest version of this method (8,9) one introduces the typical overlap of two 

configurations inside the same valley (sometimes denoted by qsA)- Something must be 
said about the distribution of the free energies of the valleys. Only those which have 
minimum free energy are relevant for the thermodynamics. One finds that these valleys 
have zero overlap and have the following distribution of the total free energy F: 

P(F)10c exp(/?m(F - F 0 )) . (11) 
The two parameters, q and m give complementary information: 

• The parameter q tells us to what extent two generic configurations in the same val
ley are similar one to the other; with this normalization q should go to 1 to zero 
temperature. 

• The parameter m tells us how much the different valley differs in free energy. If we 
assume that the free energy differences remain finite when the temperature goes to 
zero, m is proportional to the temperature at small temperature. 

The two parameters q and m are enough to characterize the behavior the system. 
Indeed the average value of the free energy density (/) can be written in a self consistent 
way as function of m and q (/(tj, m)) and the value of these two parameters can be found 
as the solution of the stationarity equations: 

dm oq 
The quantity q is of order 1 - exp(—Al3p) for large p, while the parameter m is 1 at 

the critical temperature, and has a nearly linear behavior at low temperatures. 
The thermodynamical properties of the model are the same as is the R E M (10) (indeed 

we recover the R E M when p —• 00 (8) ): there is a transition at Tc with a discontinuity 
in the specific heat, with no divergent susceptibilities. 

A very interesting finding is that if we consider the infinite model and we cool it 
starting at high temperature, there is a dynamical transition at a temperature Tp > Tc 
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114 SUPERCOOLED LIQUIDS 

(11) -(16) . At temperatures less than TD the system is trapped in a metastable state with 
energy greater than the equilibrium energy. The existence of these infinite mean life 
metastable states is one of the most interesting results for these models. The correlation 
time (not the equilibrium susceptibilities) diverges at TD and the mode-mode coupling 
become exact in this region. 

Systems Without Quenched Disorder; ^e could ask how much of the previous results 
can be carried to models without quenched results. It has been found in die framework 
of the mean field theory (i.e. when the range of the interaction is infinite), that there 
a the partial equivalence of Hamiltonians with quenched and random disorder. More 
precisely it often possible to find Hamiltonians which have the same properties (at least 
in a region of the phase space) of the Hamiltonian without disorder (17) - (23) . An 
example of this intriguing phenomenon is the following. 

The configuration space of our model is given by N Ising spin variables (3). We 
have a line of line of length N and on each site there is an Ising variable a(i). Hie 
Hamiltonian is a four spin antiferromagnetic interaction 

H = N~1Y, *(0*(*)*0>(0. (13) 

where the sum is restricted to the sites that satisfy the condition i + k=Nj + l (where 
=N stand for congruent modulus N). This Hamiltonian has been proposed in the study 
of low autocorrelation sequences. With some work it can be rewritten as: 

H= £(|B,| 2-1) 2, (14) 
t=l,JV 

where Bi = ^ Ri^k- O 5) 
k=l,N 

Here R is an unitary matrix, i.e. 

53 ^kRk~Z = hm. (16) 
k=l,N 

which in this particular case is given by 

R(k,m)= y K

N 1 / 2 (17) 

Vfe could consider two different cases (3) : 

• The matrix R is a random orthogonal matrix. 
• The matrix R is given by eq (17 ). 

The second case is a particular instance of the first one, exactiy in the same way that 
a sequence of all zeros is a particular instance of a random sequence. 

The first model can be studied using the replica method and one finds results very 
similar to those of the p-spin model we have already studied. 

Now it can be proven that the statistical properties of the second model are identical 
to those of the first model, with however an extra phase. In the second model (at least 
for some peculiar value of N, e.g. N prime (3,18) ) there are configurations which have 
exactly zero energy. These configuration form isolated valleys which are separated from 
the others, but have much smaller energy and they have a very regular structure (like a 
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8. PARISI The Replica Approach to Glasses 115 

(18) 

(The property k(N~V = 1 for prime N, implies that in the previous equations ok = ±1). 
Although the sequence ok given by the previous equation is apparently random, it sat
isfies so many identities that it must be considered as an extremely ordered sequence 
(like a crystal). One finds out that from the thermodynamical point of view it is conve
nient for the system to jump to one of these ordered configurations at low temperature. 
More precisely there is a first order transition (like a real crystallization transition) at a 
temperature, which is higher that the dynamical one. 

If the crystallization transition is avoided by one of the usual methods, (i.e. explicit 
interdiction of this region of phase space or sufficiently fast cooling), the properties of 
die second model are exactly the same of those of the first model. Similar considerations 
are also valid for other spin models (19-21) or for models of interacting particles in very 
large dimensions, where the effective range of the force goes to infinity (22,23) . 

We have seen that when we remove the quenched disorder in the Hamiltonian we find 
a quite positive effect: a crystallization transition appears like in some real systems. If 
we neglect crystallization, which is absent for some values of N, no new feature is 
present in system without quenched disorder. 

These results are obtained for long range systems. As we shall see later the equiva
lence of short range systems with and without quenched disorder is an interesting and 
quite open problem. 

Some Considerations on Real Glasses 
Here we will select some of die many characteristics of glasses we think are important 
and should be understood. The main experimental findings about glasses that we would 
like to explain are the following: 

• If we cool the system below some temperature (TG), its energy depends on the cool
ing rate in a significant way. We can visualize TQ as the temperature at which the 
relaxation times become of the order of a hour. 

• No thermodynamic anomaly is observed: the entropy (extrapolated at ultraslow cool
ing) is a linear function of die temperature in the region where such an extrapolation 
is possible. For a finite value of the cooling rate, the specific heat is nearly discon
tinuous. Data are consistent with the possibility that the true equilibrium value of the 
specific heat is also discontinuous at a temperature TC lower than TG- The difference 
of the entropy among the glassy phase and the crystal seems to vanish approximately 

• The relaxation time (and quantities related to it, e.g. the viscosity) diverges at low 
temperature. In many glasses (the fragile ones) the experimental data can be fitted 

where r 0 « 10~ 1 3s is a typical microscopic time, TC is near to the value at which we 
could guess the presence of a discontinuity in the specific heat and the exponent A is 
of order 1. The so called Vogel-Fulcher law (25) states that A = 1. The precise value 

atT c. 

as 
r = T0exp(/?£(r)) 

B(T) oc (T-TC)~X 

(19) 

(20) 
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116 SUPERCOOLED LIQUIDS 

of A is not well determined. The value 1 is consistent with the experimental data, but 
different values are not excluded. 

Now the theoretical interpretation of these results is quite clear (quite similar phe
nomena happens also in spin glass models in the mean field limits, where they have 
been very carefully studied both numerically and analytically). When we go near to the 
glassy phase the system may be frozen in many different configurations whose number 
is exponentially large. The entropy density can thus be written as 

S ( T ) = S C ( T ) + E ( T ) , (21) 
where SC(T) is the entropy inside each of these configurations (which is likely not too 
different from that of the crystal) and E ( T ) is proportional to the logarithm of the total 
number of configurations (i.e. it is the configurational entropy, sometimes also called 
complexity (24) ). The complexity vanishes linearly when T approaches Tc and remains 
zero at smaller temperature. This fact implies the presence of thermodynamic transition 
atT = T c . 

The viscosity is dominated by the hopping from one equilibrium to an other equilib
rium configuration. The number of equilibrium configurations decrease when T -+TC 

and therefore the number of particles that are involved in each hopping process must 
increase. The free energy barriers for such a process increases at the same time and 
diverges at T c ; the precise way in which they diverge is a highly debated problem. 

A consequence of this picture is that below Tc there number of different equilibrium 
configurations (which contribute to the partition function) should not anymore be ex
ponentially large. In this region replica symmetry should be broken, i.e. an arbitrarily 
small force should be enough to keep together two different replicas for an arbitrary 
large time. 

The replica formalism seems therefore well suited to capture the phase transition in 
glasses. At this moment it is not clear which is the best way in which this formalism 
should be used. We shall see in the next section a possible application. 

Tbward Real Glasses 
It is interesting to find out if one can directly construct an approximation for the glass 
transitions in liquids. Some progress has been done in the framework of mean field 
theory in the infinite dimensional cases. Indeed the model for hard spheres moving on 
a sphere can be solved exactly in the high temperature phase when the dimension of the 
space goes to infinity in a suitable way (22,23). 

One of the most interesting results is the suggestion that the replica method can be 
directly applied to real glasses. The idea is quite simple. We assume that in the glassy 
phase a finite large system may be in different valleys, labeled by 7. The probability 
distribution of the free energy of the valley is given by eq. (8). We can speak of a 
probability distribution because the shape of the valleys and their free energies depends 
on the total number of particles. Each valley may be characterized by the density 

p(x)y =< p(x) > 7 (22) 

In this case we can define two correlation functions 
/ x Jdy< p(y)p(y + *) >7 
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8. PARISI The Replica Approach to Glasses 117 

g R ( x ) = fdy<p(y)>,<p(y + x) >Q? ^ 

where for simplicity we have assumed that the density of the particles is 1. 
A correct description of the low temperature phase must take into account both cor

relation functions. The replica method does it quite nicely: g is the correlation function 
inside one replica and gR is the correlation function among two different replicas. 

9R(X) = — with af=by (24) 

where a and b label the replica and pa(x) is die density of particles of the replica a. 
This would be more or less the traditional approach if we assume the existence of 

only one valley for the system. On the contrary if we assume that the state may be in 
many different valleys we have to say something about the free energy distribution of 
free energy of the valleys. This can be done using the replica method and using the 
variable m, defined in eq. (11), which characterize the probability distribution of the 
free energy of those valley having a value of the free energy near the minimum. 

The problem is now to write closed equations for the two correlation functions gR 

and g. Obviously in the high temperature phase we must have that gR = 1 and the 
non-vanishing of gR - 1 is a signal of entering into the glassy phase. 

The first attempt in this direction was only a partial success (26) and it will be de
scribed in the appendix. A generalized hypernetted chain approximation was developed 
for the two functions g and gR. 

The replica formalism provides an automatic bookkeeping of all complications which 
would arise from the existence of many states. If one assumes a given form for replica 
symmetry breaking, it correspond to a given form for the probability distribution of the 
w. In the simplest case, called one step breaking, one divides the n replicas in n/m 
groups of m replicas and one assumes the following structure of correlation functions: 

< pa(x)pa(y) > = g{x - y), 
< pa(x)pb(y) > = gR(x - y) for a ^ b in the same group , 
< pa(x)pb(y) > = 1 for a and b in different groups.. (25) 

Fortunately the results for the free energy density (per replica) do not depend on n so 
that we do not have to specify this (unphysical) parameter. 

A non trivial solution was found at sufficient low temperature both for soft and hard 
spheres and the transition temperature to a glassy state was not very far from the nu
merically observed one. Unfortunately the value of the specific heat at low temperature 
is not the correct one (it strongly increases with decreasing temperature). Therefore the 
low temperature behavior is not the correct one; this should be not a surprise because an 
explicit computation shows that the corrections to this hypernetted chain approximation 
diverge at low temperature. 

These results show the feasibility of a replica computation for real glasses, however 
they point in the direction that one must use something different from a replicated ver
sion of the hypernetted chain approximation. At the present moment it is not clear which 
approximation is the correct one, but I feel confident that a more reasonable one will be 
found in the near future. 
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118 SUPERCOOLED LIQUIDS 

We consider a system of N interacting particles in a volume V. Wfe study the infinite 
volume limit in which N -> oo at fixed p = N/V. The Hamiltonian is given by: 

H(x) = J2U(xi-~x*)' (26) 

We will consider a soft sphere case U(x) = r~"12. We will work at density one and 
we will introduce the parameter T = / J 4 . 

In this case the glass phase may be reached only with a very fast cooling rate, other
wise the system goes into the crystal phase. This difficulty may be easily removed by 
considering a binary mixture, but this problem is not relevant here. 

The hypernetted chain (HNC) approximation consists in considering only a given 
class of diagrams in the virial expansion (27). It gives a reasonable account of the liquid 
phase. We will consider here this approximation because it has the advantage of having 
a simple variational formulation. In the liquid phase, where the density is constant, the 
usual HNC equation (for die non replicated system) can be written as 

g(x) = exp (-0U(x) + W(x)), (27) 
where: 

g(x) = (l + h(x))=<p(x)p(0)>~6(x)f 

*?. e " * * ^ , (2S) 
r)d l + h(p) 

and we denote by h(p) the Fourier transform of h(x) = g(x) - 1. 
This equation can be derived by minimizing with respect to g(x) the following free 

energy per unit volume, in the space of functions of |x|: 

I3F = Jd*x g{x)[\n{g{x)) - 1 + 0U(x)) + J ^ L ( h f o ) ) , (29) 

where L(x) = - ln ( l + i ) + x - x 2 / 2 . 
The HNC equation gives a description of the liquid phase which is not perfect, but 

precise enough for our purpose: The energy (or equivalently the pressure), does not 
depart more than 15% from the correct value, and the correlation function is also well 
reproduced (see Fig. ( 1 ) (26)). 

Ref. (26) proposed a bold generalization of the HNC equations for n replicas. The 
replicated free energy is now 

PF = / d ^ x ^ g ^ M g a b i x ) ) - 1 + 0U(*)8aj>] + TrL(h), (30) 
^ o,fe 

where h is now an operator both in x space and in replica space. 
If one finds that at low enough temperatures there is a solution of the variational 

equations 6F/6ga)b = 0, where g^ is non zero off the diagonal, replica symmetry is 
broken. In the case where g^ is of the form shown in eq. (25), this equation can be used 
to compute the properties of the correlation function in the glassy phase. This approach 
amounts to a study of the density modulations in the glass phase at the level of die two 
point function. In the glass phase pj(x) becomes space dependent. However, as argued 
in the introduction, the necessity of averaging over the states 7 forces us to study this 
x dependence at the level of the two point correlations. So our correlation gR reflects 
the structure of pj(x) as a sum of peaks of unit weights, smoothed by the average over 
states. 
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8. PARISI The Replica Approach to Glasses 119 

Figure 1: The correlation function of a system of soft spheres as a function of the dis
tance at the dimensionless inverse density T = 1.6 corresponding to the glassy tran
sition: numerical simulations (dashed line) and replica symmetric HNC equation (full 
line). 

Within the one step breaking scheme (25), the free energy per replica is: 

0F = J d*x{g(x)M9(x)) - 1 + PU(x)] - (1 - m)gR(x)$*{gR(x)) - 1]} 

+ 1 ln[l + h(q) - (1 - m)hR(q)] - —— ln[l + h(q) - hR(q))) (31) 
m m / 

Two transitions can be found: the static and the dynamical transition. 

• The static transition is identified as the temperature (or density) at which there exists 
a non trivial solution to the replicated HNC equations: 

6F SF/6gR(x) = 0 (32) 
Sg(x) = 0 

and 
dF/dm = 0, (33) 

for m € [0,1] (in fact we must minimize the free energy with respect to g, but max
imize with respect to gR and m). 
The dynamical transition may be characterized as the highest temperature at which 
there is a non trivial solution of the two stationarity equations 6F/6g(x) = 0 and 
6F/6gR(x) = 0 at m = 1~. The corresponding equations are obtained by substitut
ing m —• 1 in the first two equations of (32). The equation for g is identical to the 
usual HNC equation (28), while gR is a solution of gR(x) = exp(WR(x)), with WR 

can be extracted from the second equation of (32) at m = 1. 
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120 SUPERCOOLED LIQUIDS 

Figure 2: The correlations g(r) (full line) and gR(r) (broken line) as functions of the dis
tance, for soft spheres at the density where replica symmetry is broken (e.g. 7 = 2.15). 

If we look for the numerical solution of the replicated HNC equations, we find a 
dynamical transition at T ~ 2.05, and a static replica symmetry breaking solution at 
T ~ 2.15. In numerical simulations the glass transition is found at a smaller value of 
T, namely T = 1.6. In the glass phase, the correlation function gi(r) is essentially a 
smoothed form of the function g(r) plus an extra contribution at short distance which 
has integral near to 1 (see Fig.2). This form seems very reasonable: considering the 
definition (2) of gRt we see that it basically characterizes the average over 7 of the 
product p7(x)p7(y), which is precisely expected to have this kind of peak structure. 

In spite of this nice form for gR, this solution has some problems. A first one is found 
on the value of the energy. Although there is a discontinuity in the specific heat at T c , it 
is extremely small and the final effects on the internal energy are more or less invisible. 
The specific heat remains extremely large. Moreover the value of m has a very unusual 
dependence on the temperature. In all the known models with one step replica symmetry 
breaking, the breakpoint m varies linearly with T at low temperatures. Here we have 
a very different behavior.. Vfe have also computed the dynamical internal energy and 
found that it differs from the equilibrium one by an extremely small account. 

If we consider the qualitative behavior of the correlation functions, we find a reason
able form, on the other hand the energy in the glassy phase turns out to be quite wrong. 
This computation should be considered only as a first step and work is in progress to 
find another approximation (different from the replicated HNC) which should be similar 
in spirit, but technically more sound. 
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Chapter 9 

Growing Length Scales in Supercooled Liquids 

Raymond D. Mountain 

Physical and Chemical Properties Division, National Institute 
of Science and Technology, Gaithersburg, MD 20899 

Molecular dynamics simulations of strongly supercooled liquids are used 
to identify a length scale that increases with the degree of supercooling. 
Some of the consequences for the theory of the strongly supercooled 
state of glass forming liquids implied by this particular length scale are 
examined. Some new ways of characterizing supercooled states are 
suggested. 

In this chapter, we examine some of the evidence that has been developed from molec
ular dynamics simulations about the ways supercooled liquids differ from equilibrium 
liquids. Our attention is mainly on the nature of the "order that develops as the liquid is 
supercooled. The notion of the existence of a length scale that increases with deceasing 
temperature enters several theories of glass formation and the supercooled liquid.(i) 
The concept of an increasing length goes back at least to the introduction by Adam and 
Gibbs of the concept of "cooperative rearranging regions" in supercooled liquids.(2) 
These regions are purported to grow with decreasing temperature. Unfortunately, an 
unambiguous identification of such regions has not been reported. As will be demon
strated below, it is possible to identify a "hydrodynamic length", £ , that increases with 
the degree of supercooling.(5) It is not obvious how this length would pertain to a theory 
and probably this length is not directiy related to cooperative regions nor to simple 
correlation measures. The growth with decreasing temperature of this unconventional 
length scale indicates that significant differences exist between the equilibrium liquid 
and the supercooled liquid. These differences appear to be associated with some sort of 
inhomogeneity that develops as the temperature decreases. The type of inhomogeneity 
is not known at present 

The message contained in this article has two parts. The first is that the order in 
a supercooled liquid involves inhomogeneities that involve many particles. The second 
is that the characterization of the inhomogeneities that develop in supercooled liquids 
requires a statement of the observation time as well as of the spatial extent of the 
correlations. This will be illustrated using a two-dimensional model of a glass forming 
liquid mixture. This simple model has the advantage that it is easy to examine the 
configuration of the atoms visually. One type of inhomogeneity that develops in this 
system is identified using trajectory plots of the atoms. A detailed characterization of 
this inhomogeneity is a topic for future research. 

The hydrodynamic length provides an example of how molecular dynamics simula
tions can contribute to the process of developing a coherent understanding of a complex 

122 This chapter not subject to copyright. Published 1997 American Chemical Society 
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9. MOUNTAIN Growing Length Scales in Supercooled Liquids 123 

subject such as strongly supercooled liquids. A great deal of effort has been devoted 
to examining the predictions of mode coupling theory.(4) This topic will not be ex
amined here as the theory seems to apply only to the high temperature region where 
inhomogeneities are not significant 

In this article, the temperature is used as the important variable when defining the 
state of the fluid. It is also possible to consider the case where the temperature is held 
fixed and the pressure is varied.(5-7) In that case, one would speak of overpressing 
rather than supercooling. Although there are some subtie differences that can occur 
when the pressure is the variable defining die state, the distinction between the two paths 
in thermodynamic space will be ignored here. 

The remainder of the chapter is organized as follows. First, a small amount 
of material needed to understand the basis for the hydrodynamic length is presented. 
Some of the previous molecular dynamics studies of lengths in supercooled liquids are 
described in the section on largely unsuccesful searches for growing lengths. Next, a 
two-dimensional Lennard-Jones mixture is described. This glass forming mixture is 
used to illustrate how one obtains the hydrodynamic length that is introduced in the 
section on transverse current correlations. The chapter concludes with a discussion of 
the possible significance of the existence of this length that increases with the degree of 
supercooling of the mixture. 

Some preliminaries 

Molecular dynamics simulations are extensively discussed in several books(&-70) so 
only details of this method that are pertinent to this chapter will be introduced here. The 
molecular level formulation of collective quantities is typically made in terms of spatial 
Fourier transforms of the number density and the momentum density. The molecular 
level theory of transport coefficients is formulated in terms of these densities.(ii) The 
Fourier transform of the number density at wavevector q is 

1 N 

and the Fourier transform of the momentum density is 

1 N 

Here TV is the number of particles, and and pj are the position and the momentum of 
particle j. The density-density time correlation, 

F(g,*) = (n q ( t 0 )n - q ( t + <d)>, 

is known as the intermediate scattering function and is observable in scattering measure
ments.^) It is also a quantity that can be generated in a molecular dynamics simulation. 
The (...) notation indicates an average over time origins, to. 

The corresponding quantity for die current, 

C(g,t) = ( J q ( t 0 ) J - q ( t + to)>, 

can be resolved into three distinct correlation functions. The interesting ones are the 
longitudinal current correlation function, Cx(<?, *), the correlation function of the mo
mentum components parallel to the wavevector q, and the transverse current correlation 
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124 SUPERCOOLED LIQUIDS 

function, Cr(q, the correlation function of the momentum components perpendicular 
to the wavevector q. The remainder of the current-current correlation function describes 
cross correlations between the parallel and perpendicular components of the momentum 
and is of no interest for the present discussion. The longitudinal current correlation 
function is proportional to the second time derivative of F(q, t) and thus is also an 
experimentally observable quantity. The transverse current correlation function will be 
discussed further here. Direct observation of the transverse current correlation function 
is possible only through simulations. 

Largely unsuccessful searches for growing lengths 

There have been several molecular dynamics studies directed toward identifying a length 
scale that increases with the degree of supercooling. In these studies, a correlation 
length is associated with the decay of spatial correlations of some order parameter. The 
challenge is to find a suitable order parameter. To date, no order parameter that drives 
the glass transition has been found. However, some other interesting features have been 
reported. 

The first study that we mention found no indication in the relaxation of the in
termediate scattering function, F(q,t), of a length that changed with the degree of 
overpressing.(6) Instead, a change in the relaxation process was observed. At high 
temperatures (or low densities) the relaxation involves fluidlike, continuous motion of 
the atoms. As the degree of supercooling increases, the relaxation mechanism changes 
to one of atoms hopping over barriers. This change occurs well before the glass transi
tion is reached and is consistent with the picture provided by extended mode coupling 
theory.(4) 

The relaxation of near neighbor pairs and the relaxation of bond orientational 
correlations of neighbors were examined for a strongly supercooled mixture.(/5) No 
indication of any length scale in these relaxation processes was found as the liquid 
was supercooled. Essentially the same results were reported for another mixture.(24) 
These authors also examined a four-point spatial correlation function and compared it 
to a product of two-point correlation functions. No difference was found beyond first 
neighbor distances, indicating that no growing length exists for these correlations. 

There are some simulation results that suggest that some sort of length develops. 
The first result is that a specific component of the stress-stress correlation function 
develops a range greater than the near neighbor distance at a temperature well above the 
glass transition temperature.(25) This observation was made for a model of liquid iron 
and has not been reported for other systems. It would be interesting to see if this type of 
order exists in other glass forming systems. 

A second result is that in binary mixtures of Lennard-Jones particles with not too 
different sizes, a specific type of spatial ordering develops above the glass transition.(5) 
This ordering is described in terms of the "inherent structure" of the potential energy 
landscape.(/6) At high temperatures, there are many local minima in the potential 
surface and the inherent structure is independent of the temperature. In the strongly 
supercooled liquid region, the system becomes localized in a single minimum on the 
potential surface. This minimum is one where dense packing is preferred. This process 
of settling into a single minimum is the structural relaxation mechanism. The resulting 
order is described as a cluster of face sharing and interpenetrating icosahedra. This 
cluster tenuously extends over the volume of the system. This is a rather different 
picture of what constitutes "order". Instead of order in terms of an order parameter 
defined at the atomic level, order is found between groups of atoms and can be viewed 
as a cluster of clusters. 

A two-dimensional example 

The example system that we use to illustrate the discussion of the hydrodynamic length is 
a two-dimensional Lennard-Jones mixture. The ratio of diameters of the two components 
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9. MOUNTAIN Growing Length Scales in Supercooled Liquids 125 

is 1.5/1. This size difference provides the frustration of crystallization needed to reach 
the glassy state.(I7). There are 100 large type 1 particles and 400 small type 2 particles. 
The interactions are specified to be 

with on = 1.5, a\2 = 1.25, and o22 = 1, so o22 sets the length scale. The energy scale 
is set by e = 1, and the mass of type 2 particles is unity. The mass of the larger particles 
is taken arbitratily to be 2.2. The time unit 

is obtained by writing the equations of motion in terms of these units. Temperatures are 
reported in units of e/k#, the ratio of the energy unit to Boltzmann's constant. 

This system has been used in a previous study of the strongly supercooled state.(75) 
The results reported here are for a different set of supercooled states. The 500 particles 
were placed in a square cell with sides of length L = 24.5cr22 subject to periodic boundary 
conditions in both directions. The equations of motion were integrated using the Beeman 
algorithm^ 9,20) with a time step At = 0.005r. A total of six states at this density were 
simulated. The temperature varied from a high temperature liquid state with T = 3.18 
down to a solid, glassy state with T = 0.69. 

Transverse current correlation functions 

Transverse current correlation functions are the vehicle to be used to introduce a hydro-
dynamic length using the method introduced in (5). First, the transverse current is that 
part of the momentum density that is perpendicular to the wavevector. In the small-q 
limit, where a hydrodynamic description of the fluctuations in the liquid is applicable, 

where rj and p are the shear viscosity and the density of the liquid. 
At larger values of the wavevector, the liquid begins to exhibit viscoelastic behavior 

rather than hydrodynamic behavior. If the density is sufficiendy high, and temperature 
is sufficiendy low, the transverse current correlation function will exhibit oscillatory 
behavior. A consequence of this is that the power spectrum of the transverse current 
fluctuations, Cr{q, w), which is the the real part of the time Fourier transform of Cr{q, 
will have a maximum at a frequency greater than zero. The position of the maximum 
in the power spectrum, w m (g), is the propagation frequency of a transverse momentum 
fluctuation, sometimes known as a shear wave. 

An example of this type of analysis is shown in Figures 1-3 for the two-dimensional 
Lennard-Jones liquid mixture discussed previously. Figure 1 shows Cr(q,v) for the 
T = 1.65 state with q = 27r/L. Figure 2 is a plot of uj^q) vs q for this state. There is a 
range of q with linear dispersion typical of a propagating mode. This region is followed 
by a nondispersive region at larger values of q Sat is not shown in Figure 2. The 
nondispersive region reflects the dominance of single particle momentum correlations at 
large q values and indicates that the collective nature of the transverse current fluctuations 
is largely absent at these values of the wavevector. 

A hydrodynamic length is obtained from the dispersion curve of the transverse 
modes by extrapolating um (q) to zero. The intercept of the dispersion curve on the g-axis 
determines the smallest value of wavevector, qmin for which a propagating transverse 
mode exists. That in turn determines the largest wavelength of these modes and that 
wavelength is the hydrodynamic length, £ , 

^ « / > ( r ) = 4 e [ ( < r 0 / , / r ) i a - ( ^ / r ) 6 ] , 

CT(q,t)/CT{q,0) = exp(-r,q2t/p), 

C = 2n/qmi„. 
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0 2 4 6 8 10 12 

Figure 1. The power spectrum of the transverse current correlation function 
for the T = 1.65 state of the two-dimensional mixture. 

0 . 0 0 . 4 0 . 8 1.2 1.6 

Figure 2. The dispersion relation for the transverse current correlations for 
the T = 1.65 state of the two-dimensional mixture. The solid line provides 
the extrapolation to u)m(q) = 0. 
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9. MOUNTAIN Growing Length Scales in Supercooled Liquids 127 

The temperature variation of £ is displayed in Figure 3 with £ in units of the simulation 
cell size L. It should be noted that the explicit values of £ probably are system size 
dependent, particularly those that are larger than L itself. However, the important point 
is that this length increases rapidly with decreasing temperature. This demonstrates 
mat there is a growing length scale for supercooled liquids. This property of the 
hydrodynamic length has been noted in many different systems.(27,22) 

Discussion 

The existence of a growing hydrodynamic length has some implications about the type of 
order that develops as a liquid is supercooled. The existence of propagating transverse 
current correlations means that there are regions in the fluid that exhibit solid-like 
elastic behavior for time intervals of sufficient duration that oscillations in the transverse 
current can occur. It is not necessary that these regions are permanent features. In 
fact, they cannot be permanent when there is linear growth with time of the mean-
square displacement of particles for long times. This is illustrated in Figure 4 where 
the time dependence of the mean-square displacement of the particles is displayed for 
the T =1.65 state. The lifetime of these transient regions is on the order of 1-2 r for 
the two-dimensional states that are examined in Figures 1-2.(22) A similar time interval 
was found for a three-dimensional mixture. This indicates that die significant change is 
in the growth of £ and not in the lifetimes of the solid-like regions. 

TTie two-dimensional mixture can provide some insight into the type of ordering 
that leads to propagating transverse modes. Figure 5 contains a series of trajectory plots 
for the state examined in Figures 1-2. The plots are made by placing a small circle at 
the position of each particle at each timestep for some specified interval. The light gray 
part of the trajectory represents positions with a solid-like displacement from the initial 
position of the particle while the black part of the trajectory represents the liquid-like 
portion of the trajectory. For Figure 5, the boundary between solid-like and liquid-like 
displacements was set to occur when the square of the displacement of a particle from 
its initial position was 0.1. As may be observed from Figure 4, this is approximately the 
magnitude of the displacement where the onset of the linear portion of the mean-square 
displacement occurs. Hie time origin for each of the trajectories is identical. The upper 
left-hand trajectory is for the interval 0.5r. For this time interval the system appears 
almost totally solid-like. The upper right-hand trajectory is for the longer interval IT. 
Note that some regions of the system are beginning to exhibit more fluid-like behavior. 
The lower left-hand trajectory is for the interval 2r. The regions of fluid-like behavior 
are seen to be expanding at the expense of the solid-like regions. Even so, there are 
regions that are principally solid-like with an extent of several particle diameters. Hie 
final trajectory is for the relatively long interval, 4r. The fluid-like regions are now seen 
to extend across much of the system. 

This sequence of trajectory plots indicates that the fluid-like regions tend to nucleate 
and grow over an interval of several r rather than occuring more-or-less uniformly over 
the system. This sort of behavior is what one might reasonably expect to be needed 
for the propagation of transverse modes with wavelengths of several particle diameters. 
This behavior also illustrates the point that the inhomogeneity that develops in this 
supercooled liquid has both a spatial and temporal component. The trajectory plots also 
suggest that the solid-like regions are fairly compact while the fluid-like regions are 
tenuous and develop along the boundaries of the solid-like regions. A more quantative 
analysis of these regions has not been made. One approach to the characterization of 
these regions is found in (18). 

The existence of the hydrodynamic length, £ and the growth of this length with the 
degree of supercooling is a general feature of supercooled liquids. This feature indicates 
the presence of a particular type of inhomogeneity in the liquid that is revealed only 
when local structure is examined over "short" time intervals. This has consequences for 
the theory of the strongly supercooled liquids that are only now being explored. 
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Figure 3. The temperature dependence of the hydrodynamic length, £ , for 
the two-dimensional mixture. C is in units of the size of the simulation cell, 
L . The points above the horizontal line indicate that the longest wavelength 
propagating transverse excitation excedes the size of the simulation cell. 
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Figure 4. The time dependence of the mean-square displacement of the 
particles of the two-dimensional mixture for the T = 1.65 state becomes 
linear for long times. The solid line represents the type 1 particles and the 
dashed line represents the type 2 particles. 
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9. MOUNTAIN Growing Length Scales in Supercooled Liquids 129 

Figure 5. Trajectory plots for the T = 1.65 state of the two-dimensional 
mixture. The black portions of the plots indicate fluid-like mobility and the 
gray portions of the plots indicate solid-like mobility. The duration for each 
plot is indicated in the text. 
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Chapter 10 

Shear Viscosity and Diffusion in Supercooled Liquids 

Frank H. Stillinger 

Bell Laboratories, Lucent Technologies, Inc., 600 Mountain Avenue, 
Room 1D-359, Murray Hill, NJ 07974 

Under normal liquid conditions (at equilibrium or when moderately super
cooled), molecular rotational and translational diffusion adhere closely to the sim
ple Stokes-Einstein-Debye hydrodynamic model. Deeply supercooled "fragile" 
liquids present a striking exception, with translational diffusion alone occurring up 
to 102 — 103 times "too fast". This anomaly rests upon the statistics of fluctuating 
local viscosity in the fragile glass-forming medium. The simplest version of this 
picture identifies large fluidized domains that spontaneously appear and disappear 
in a dynamically inert matrix. Plausible and self-consistent values characterizing 
these fluctuations are cited for orthoterphenyl (OTP) at its glass transition. 

Liquids that supercool easily and form glasses have presented many conceptual puz
zles, whose resolution has led to deeper understanding of these substances at the molec
ular level. This paper focusses on one of those puzzles that mainly concerns the so-
called 'fragile" glass formers, identified by the markedly non-Arrhenius temperature de
pendences of their shear viscosity rj(T) and various mean relaxation times r(T) ( i , 2). 
Specifically, die need to reconcile separate measurements of translational and of rota
tional diffusion rates in fragile liquids just above their glass transition temperature Tg 

leads inevitably to a molecular picture of the medium that is strongly inhomogeneous 
in both space and time. 

Translational and rotational diffusion constants, Ann* and D r o t , measure rates of 
increase with time of the mean-square positional and angular displacements for tagged 
molecules: 

((6r)2)*£6DtTMm6t, 
< ( £ 0 ) 2 } ^ 4 I W > t . K l ) 

It has been traditional to assess measured values of these diffusion constants by means 
of the elementary Stokes-Einstein-Debye (SED) hydrodynamic model of a Brownian 
sphere with radius R embedded in a homogeneous, incompressible, viscous medium 
(3)-(6). Assuming that "sticking" boundary conditions apply in this model, one has 

Dtmsm = kBT/§<Kr){T)R, 
A * = kBT/87TTj(T)R\ w 

© 1997 American Chemical Society 131 
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132 SUPERCOOLED LIQUIDS 

where ks is Boltzmann's constant. These expressions apply both to the case of a pure 
liquid (where the "sphere" represents the same chemical species as that composing the 
surrounding viscous medium), as well as to the cases of selected "probe" molecules of 
various sizes dissolved in the viscous liquid of interest. 

The SED expressions 2 enjoy surprising success at representing measured diffusion 
rates for a wide variety of substances in their equilibrium liquid ranges, and under mod
est amounts of supercooling. The temperature variations of Arans and D T O T track that 
of Tj7/(T), and the implied hydrodynamic radii R from equation 2 have reasonable val
ues for the molecules examined. Furthermore, the SED model retains its validity under 
elevated pressure conditions (7). 

Recent experiments on deeply supercooled fragile liquids have revealed strong vio
lations of the simple SED model that produces equation 2 (8)-{ll). The second of equa
tion 2 continues to describe rotational diffusion down to Tg (at which point rj may be 
approximately 15 orders of magnitude larger than its melting temperature value); how
ever measured translational diffusion rates below about 1.2 Tg display positive devia
tions from the first of SED expressions 2 that can grow to an enhancement factor of 102 

or more (8H11). 
Even though the selective breakdown of the SED description at first sight seems 

paradoxical, the large magnitude of the phenomenon at Tg suggests that an explanation 
need only be straightforward, not subtle. Indeed, such an explanation is available (72, 
13). The following Section II lays the groundwork for resolving the puzzle by present
ing some general remarks about the "rugged potential energy landscape" that describes 
intermolecular interactions in fragile liquids. This leads naturally into Section HI, a 
mesoscopic description of the fragile glass-forming medium in terms of a fluctuating 
local viscosity field. Section IV then shows how certain combinations of length and 
time scale parameters characterizing this field create a selective bottlenecking scenario 
that decouples the rotational and translation diffusion processes, just as experiment de
mands. Section V concludes the presentation with a discussion of several issues, includ
ing stretched-exponential (KWW) relaxation, and connections between the SED model 
violations and the Adam-Gibbs theory of relaxation processes in glass formers (14). 

I Potential Energy Landscape 

Molecular interactions in a glass-forming substance, and consequently its thermal and 
dynamical behaviors, are determined by a potential energy function $ ( r i • •. *N)- Here 
the Ti represent coordinates of the individual molecules, N in number, and generally will 
include internal degrees of freedom (orientation, conformation) as well as center posi
tion. The total number of variables for a macroscopic material sample may be some 
multiple of Avogadso's number, and the geometry of the $ hypersurface in this huge 
multidimensional configuration space is incredibly complicated. Yet some simple fea
tures of the "$-scape" and their implications for the SED puzzle can be extracted from 
basic measurements. 

Orthoterphenyl (OTP) has become one of the most widely studied fragile glass for
mers. Plazek, Bero, and Chay (75) have tabulated its shear viscosity rj(T) over a wide 
temperature range, from well above its melting point (T m = 329K) to the vicinity of its 
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10. STILLINGER Shear Viscosity & Diffusion in Supercooled Liquids 133 

glass transition (Tg 240K). One can represent this data in the following manner: 

where 770 is temperature independent, and F* is an activation free energy for viscous 
flow. Formal activation energy E* and activation entropy 5* then follow: 

One finds that E* is approximately 4.3 kcal/mole in the hot OTP liquid regime (T = 
500K), but increases dramatically to approximately 86 kcal/mole at Tg. Over the same 
range S*/kB increases by about 140. Similar results would be found for other fragile 
liquids. 

The large increases in E* and S* as T declines stem from the strongly non-Arrhenius 
character of rj(T) for OTP, and indicate a change in kinetic mechanism for molecular 
rearrangements. In view of the fact that the heat of fusion of OTP is 4.103 kcal/mole 
(16), the above numbers suggest that while molecular motions in high-temperature shear 
flow can be resolved into shifts of single molecules or small groups of molecules, the 
corresponding motions near Tg entail concerted rearrangements of much larger groups. 

Figure 1 translates mis notion into a schematic view of the multidimensional 
scape. The topography shown in 1(a) represents a portion of the multidimensional con
figuration space inhabited by the system at high temperature; the texture is uniformly 
rough with modest barriers separating neighboring minima. By contrast, 1(b) illustrates 
a nonuniform topography that applies to the region inhabited at low temperature; mod
est barriers still exist between neighboring minima, but over a larger distance scale a 
substantial degree of "cratering" appears. The low-temperature preference is to reside 
near the low-potential-energy crater bottoms, but in order for the system to relax struc
turally to even lower energy, it is necessary to exit the initial crater and search for an even 
deeper one. The activation energy E* in this low-temperature scenario involves the net 
rise required to move between craters, substantially larger than the mean barrier height 
separating neighboring single minima. The low-temperature activation entropy mea
sures the extent of configuration space explored between successively inhabited craters, 
evidently quite large in magnitude. 

II Local Mobility Variations 

The structural relaxation process indicated in Figure 1 (b) for cold fragile liquids requires 
unbundling a large local region in the medium, and repacking the loosened molecules 
in an alternative pattern to yield an equally low or lower potential energy. The kinetic 
sequence that accomplishes this process temporarily transforms an initially nearly rigid 
region into a more mobile, or fluid, state and then back to a rigid condition. In a macro
scopic system, many locales of varying size and lifetime can simultaneously experience 
this scenario. Consequently one could describe the state of the glass-forming material 
in conventional 3-space by means of a position and time dependent mobility field. An 
equivalent description for the present analysis utilizes a space and time dependent local 
viscosity ^ ( r , £). Autocorrelation functions of this scalar field identify characteristic 
mean lengths and lifetimes for the spontaneous structural fluctuations. 

r,(T) = Voex?[F*(T)/kBT] (3) 

E*(T) = d[F*(T)/T]/d(l/T), 
S*(T) = -dF'(T)/dT. (4) 
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134 SUPERCOOLED LIQUIDS 

Full characterization of the statistical properties of the fluctuating field rj\oc is unnec
essary for present purposes. Instead, it suffices just to distinguish regions of high and of 
low molecular mobility, and to assign mean values of rf\oc to these regions: 

r/ioc (r, t) = 7}Q (high mobility region), 
= rjoo (low mobility region). 

A similar binary view of the local kinetics, stated in terms of translational diffusion rates 
and their fluctuations, appears in a Zwanzig study (77). If the cutoff criterion between 
"high mobility" and "low mobility" is biased in favor of the latter, regions of the former 
type will be rare and disconnected, as schematically illustrated in Figure 2. 

Ill Selective Bottlenecking 

We are now in a position to explain the gross violation of the SED expression for D t T & n s , 

while that for DTOt remains approximately valid, in the case of fragile liquids near Tg. 

As mentioned earlier, only a simple picture should be required to rationalize this strong 
qualitative effect, and so we use the simplifying assumption that 77̂  is substantially in
finite compared to rjQ, and to the macroscopic measurable viscosity 77 for the material. 
Therefore we need only to be concerned with four parameters that represent mean-value 
properties of the individual fluidized domains that spontaneously appear and disappear 
in the glass-forming medium. These are (a) the domain internal viscosity 770, (b) domain 
mean volume v0, (c) domain appearance rate per unit volume of the medium 7*0, and (d) 
the mean domain lifetime t 0. One must keep in mind that these parameters are all tem
perature dependent, presumably increasing toward well-defined limits as T declines to 
Tg. 

The macroscopic rate of shear relaxation in a viscoelastic medium is determined by 
the Maxwell relaxation time (18) 

rs = i j ( T ) / G o o , (6) 

where is the (essentially) temperature-independent high-frequency shear modulus. 
Imagine that near Tg the system were in a uniform state of shear stress. The dominat
ing inert and rigid matrix is incapable of relaxing that stress. However, a fluctuation 
that suddenly converts a portion of that inert matrix into a fluidized domain permits its 
unbundled molecules to rearrange within its volume = v0 so as to relieve the imposed 
stress there. Other locales must await the stochastic appearance of their own fluidiz-
ing fluctuations to experience similar stress reduction. Consequently, appearance rate 
r 0 and volume v0 control overall stress relaxation. This is equivalent to recognizing that 
the Maxwell time r s (T) , and hence rj(T) itself, will be proportional to the combination 

T.(T)MT)<x(r0vo)-1, (7) 

and so the temperature dependence of this combination becomes that of rs and 77. As 
Tg is approached from above, rs increases to the maximum time normally available for 
experiments, approximately 103 — 104s. 

With the four nominally independent parameters combined in different ways, several 
characteristic times can be identified. In fact it is a separation of these time scales that 
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1 

Coordinates 

(a) HotLiquJd 

Structural Relaxation 

Coordinates 

(b) Strongly Supercooled 
Fragile Liquid 

Figure 1. Schematic views of the rugged potential energy landscape for a fragile glass-
forming liquid. Part (a) represents the uniformly rough topography in the region of the 
coordinate space occupied by the system when it is a hot liquid above its thermodynamic 
melting point. Part (b) indicates the deeply cratered topography in the region visited by 
the strongly supercooled fragile liquid. 

Currently 
Inert 

Matrix 

Figure 2. Binary classification of an amorphous glass-forming medium into high-mobility 
fluidized domains, and a relatively inert, low-mobility matrix. The criterion for distinc
tion between the two has been selected so that the former are rare and disconnected. 
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provides a mechanism for violating the SED results 2. Specifically, consider the case 
where t0 substantially exceeds die rotational relaxation time within a fluidized domain, 
while the mean domain volume v0 is sufficiendy large so that intradomain translational 
diffusion can span only a small fraction of the domain diameter in t 0. Assuming that the 
SED expressions 2 with rjo hold within fluidized domains, these statements convert into 
the following strong inequalities (12): 

" ^ r " < < t o < < n ^ r ~ - ( 8 ) 

The physical significance of this time-scale ordering is that once a domain appears its 
interior molecules rotationally relax during an early small portion of its lifetime, so that 
the dominant remainder of t 0 has no further effect, and thus is "dead time." By contrast, 
the entire t0 contributes to overall translational diffusion. 

The picture just advocated requires both rotational and translational Brownian mo
tion to rely on spontaneous appearance and later disappearance of fluidized domains, but 
this stochastic process exerts quite distinct bottlenecking influences on the two. When 
translated into expressions for the respective diffusion constants, this picture of selective 
bottlenecking leads to the following (72): 

Aot(T) a r 0t/o/2, ( 9 ) 

Arans(T) S k BTroVo^ / 6*^11. V ' 

The earlier equation 7 implies that A©t should have the same temperature dependence 
(non-Arrhenius) as if" 1 , in agreement with die second of equation 2. However, Dtram 

exhibits the additional factor to/r^, which provides the mean to enhance Arans by the 
required two or more orders of magnitude near Tg. 

Insufficient experimental data is currently available for any fragile substance to as
sign rjo, t̂ o, r 0 , and t0 at all relevant temperatures. However it is possible to find reason
able estimates that are consistent with experimental measurements and with the time-
scale separation 8. Table I, taken from reference (73), displays such a set of estimates 
for OTP at its Tg\ this set produce an enhancement factor of 102 for translational diffu
sion compared to the SED value, and exhibits the time-scale separation demanded by 
equation 8. 

IV Discussion 

Legitimate concerns might well be raised about the use of four mean value parameters 
(Vo, ro, *o) to describe fluctuating, distributed, attributes of fluidized regions. For ex
ample, the right members of equation 7 and of the first of equation 9 respectively contain 
the combinations (rQvQ)"1 and r 0 v 0 . If r 0 and v0 were fluctuating variables, then gen
erally the average ((roVo)"1) would differ from (roVo)"1. However in the present con
text we expect anticorrelated fluctuations, with small domains spontaneously appearing 
more frequently than larger ones. Mathematically it is easy to demonstrate that if two 
random variables fluctuate with perfect anticorrelation such that their product is a con
stant, then indeed 

((xy)-l) = (xy)-1. (10) 
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Table I: Fluidized domain parameters and related quantities for OTP at Tg

 a>1 

%(P) 
v0(A3) 

6.10 x 106 %(P) 
v0(A3) 1.70 x 105 

ro(cm~z8~l) 2.11 x 10 1 5 

to(s) 0.426 
n 0

c 500 
0o d 1.53 x 1(T 4 

R(A) 3.5 
9.92 x 10"-2 

wmvl/ZR/kBTg(8) 6.21 

aValues taken from ref. 13. 
hT9 = 240K, rj(Tg) = 4 x 10 1 2P. 
c n 0 = mean number of molecules in VQ. 
d<l>o = volume traction of fluidized domains. 

While it is too much to expect fluidized domain characteristics to follow this behavior 
precisely, it may be appropriate to suggest that rough conformity obtains, sufficient to 
justify die simple level of description utilized here. 

Deeply supercooled glass-forming liquids seem universally to exhibit stretched-
exponential relaxation functions (2,19): 

<t>{t) S exp{-f t / r (T)f} , 0 < 0 < 1. (11) 

Strong experimental evidence now exists not only that glassy media are dynamically 
heterogeneous, but that such heterogeneity underlies stretched exponential relaxation 
(20)-(22). The fluctuating field rj(r, t) is the means for describing this situation in the 
present context, and its inverse controls the local (in space and time) rate of decay of 
structure. Consequently, near the glass transition we must have the mathematical con
nection: 

(exp [K j f fo(r, f = « p { - [ t / T ( T ) ] > } , (12) 

where K is a positive constant dependent on the property whose relaxation is examined, 
and where (...) indicates a spatial average over all r in die system volume. Experimen
tal determinations of (5 and r thus provide partial information about r;(r, t). 

Translational diffusion rates for probe molecules of various sizes have been studied 
experimentally as a means to determine the average size of dynamical heterogeneities 
— fluidized domains in the present analysis (11,23). Certainly a spherical probe whose 
volume far exceeds t;0 would be expected to conform to the SED norm, though probes 
utilized so far are likely not in this size range. Although this large-probe strategy has 
merit, considerable caution needs to be exercised in its interpretation. Uncertainties ex
ist about how foreign probes in a glass-forming medium might locally perturb the dy
namics, and the larger the probe the larger such a perturbation would tend to be. Nev
ertheless, the resulting estimates of the mean linear dimension of inhomogeneities is in 
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138 SUPERCOOLED LIQUIDS 

the range of several nanometers for OTP at Tg (20), which is in rough agreement with 
Table I. 

The Adam-Gibbs theory of cooperative relaxation in glass-forming liquids has main
tained prominence in the field over the more than thirty years since its inception (14). 
That approach connects the temperature-dependent mean relaxation time to calorimet-
ric entropy, using the concept of "cooperatively rearranging regions." It is tempting, 
though probably not correct, to identify these Adam-Gibbs regions with the fluidized 
domains of the present paper. By themselves, the four parameters used here to charac
terize the fluidized domains do not suffice to determine configurational entropy, so at 
least one further postulate would be required to connect to the Adam-Gibbs viewpoint. 
One class of theoretical models suggests in fact that the Adam-Gibbs theory cannot be 
generally valid (24); whether it properly describes a restricted class of theoretical mod
els and real substances remains an open issue. 

For additional perspectives on the phenomena discussed in this paper, the reader may 
wish to consult the presentations (25) and (26). 
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Chapter 11 

Phase Separation in Silicate Melts: 
Limits of Solubilities 

L. René Corrales 

Environmental Molecular Sciences Laboratory, Pacific Northwest 
National Laboratory, Richland, WA 99352 

A statistical mechanical theory for silica melts is used to investigate 
the phase equilibrium behavior of binary silicates. The theory couples 
a Flory-type lattice model with a set of chemical equilibrium reactions 
that together capture the interplay between the solvation of a metal 
oxide into the silica network and the rearrangement of the network 
structure that lead to phase separation. The theory produces two-phase 
coexistence curves with interesting features characteristic of being in 
the proximity of a higher-order critical point. The theory contains the 
qualitative behavior and essential features of simple binary silicate 
melts. 

Silicate melts are known to form multiple phases,1 where each phase has an inherent 
preference to solvate specific metal ions and, thus, form a distinct network structure. 
Partitioning of the metal oxide components, along with the characteristic network 
structure associated with the partitioning, lead to phases with different mechanical, 
thermodynamic and chemically reactive properties.2,3 The partitioning occurs in 
response to metal oxides forming specific coordinations about a central silicon, where 
the preferred coordination differs with each type of metal oxide. In simple binary 
systems, the incompatibility occurs when specific coordinated sites cannot be 
neighbors, due to enthalpy and entropy constraints that force a rearrangement of the 
network structure to minimize the free energy of the system. The interplay between 
the solvation of the metal oxide into the network, the formation of the preferred 
coordinated states, and the optimization of the network structure lead to miscibility 
gaps in a glass melt.4 

Equilibrium chemical reactions govern the solvation of the metal oxide into the 
silica network, and determine their preferred coordination about a central silicon that 
define the silicate species. In principle, each type of metal oxide has a preference for 
the formation of specific silicate species whose concentration and distribution vary as 
a function of concentration and temperature. Thus, the equilibrium distribution of the 
silicate species is regulated by the affinity of reactions that are defined in terms of the 
species activities. In such a complex system, it is the net sum of reactions that 
regulates the species distribution that in turn drive the phase equilibrium behavior. 
This occurs because of structural incompatibilities between silicate species that favor 

140 © 1997 American Chemical Society 
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11. CORRALES Phase Separation in Silicate Melts 141 

aggregation of similar silicate species and partitioning of dissimilar silicate species, 
thus forming more than one phase. Effectively, the enthalpy drives the formation of 
silicate species, and the mixing entropy drives the phase separation. The interplay of 

chemical reactions and phase equilibrium is known to lead to interesting and 
important phase equilibria and higher-order critical phenomena.5 

Statistical mechanics provides useful approaches to study the phase coexistence 
and speciation of silicate melts. The phase transition can be viewed as being driven 
by the entropy for a fixed species distribution. The mixing entropy is determined 
using Flory-Huggins theory6 (a combinatorial method) where the species interactions 
provide the favorable and disfavorable interactions that lead to phase separation.7 

Speciation can be studied using a structural thermodynamic model where a set of 
reactions dictate the species formation and from which species activities can be 
determined.8 The activities define equilibrium constants that contain both enthalpy 
and entropy contributions of forming the species in the network. A comprehensive 
description of the relationship between speciation and thermodynamic properties can 
be provided by combining a combinatorial approach for the entropy with a chemical 
equilibrium theory for the speciation that is described below.4 

For a binary silicate system, a set of chemical reactions are written that lead to 
the incorporation of a metal oxide into the silica network and, hence, define five 
possible silicate species. The net effect is to depolymerize the network by 
transforming a bridging oxygen (BO) bond into a nonbridging oxygen (NBO) bond 
by the addition of the metal oxide. The BO bond is considered to be a covalent bond 
and the NBO bond is an ionic bond, held together by Coulombic interactions between 
the anionic oxygen atoms and the metal cations. Each of the five silicate species is 
defined by the possible arrangements of BO and NBO bonds about a silicon atom. 
Excess metal oxide species, or those that have not reacted, occupy interstitial sites. In 
the following work, die excess metal oxide do not aggregate to form a separate phase 
and only tetrahedral coordinated silicate species are considered. 

Description of Theory 

The solvation of a metal oxide into the silica network consists of transforming a 
bridging oxygen (BO) bond to a nonbridging oxygen bond (NBO) via insertion of a 
M 2 0 that contributes an O2* to the system and forms two O" upon incorporation into 
the silicate lattice 8 , 9 

sSi—O—Sis + M 2 0 <-> sSi—O M * 
NT O—Sis 

The chemical reaction is considered to be in equilibrium. A silicon can be four-fold 
coordinated by a combination of BO and NBO bonds, which correspond to a covalent 
oxygen and a pair of ionic oxygens, respectively. The Q species notation10 is used to 
describe each of the possible combinations of bonds. It must be made clear that a BO 
or a N B O are shared between silicon tetrahedra. Hence, in the following definitions 
of the Q species a half-BO corresponds to sharing a covalent oxygen, and a half-NBO 
corresponds to a single ionic oxygen. Thus, a Q 4 site is made up of four half-BO 
bonds, a Q 3 site is made up of three half-BO and one half-NBO bonds, a Q 2 site is 
made up of two half-BO and two half-NBO bonds, a Q, site is made up of one half-
B O and two half-NBO bonds, and a Q 0 site is made up of four half-NBO bonds. The 
equilibrium reactions that describe the solvation of metal oxide to produce any of the 
Q species from the Q 4 species are written as: 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

01
1

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



142 SUPERCOOLED LIQUIDS 

Eq. 1 

Q4+M20<r^Q2 

Q4+2M2oJ^*Q0 

The chemical equilibrium constants are given by 
Eq.2 

-kTln K( = AG, =AHf-T AS, 
A l l cross reactions are possible whose chemical equations and chemical equilibrium 
constants are linear combinations of Eq. I.9 The cross reactions lead to a migration or 
diffusion of the NBO along the networks and to a redistribution of the Q species as a 
function of composition and temperature. On a tetrahedral lattice, the ability to 
redistribute the bond types allows sampling of the distribution via Monte Carlo 
simulations and bond exchange probabilities. 

Assigned to each species are their conjugate activities zit which act as statistical 
weights for each of the Q f species. Thus, the chemical equilibrium constants are 
written in terms of the species activities or the species concentrations, which for 
convenience are also defined by Q s. 
Eq.3 

K = Z i = Q i 

where i = {3,2,1,0}, n m is the number concentration of free metal oxide, and 
z,=exp(m / kT) for k = {0,l,2,3,4,m} are the activities of each of the species. The 
statistical weights define the model such that a suitable partition function as a sum 
over all sites with a single Q species having the statistical weight of that species type 
can be expressed. Such a partition function for the Q species distribution located on a 
tetrahedral lattice is 
Eq. 4 

i r = S ^ « 3 f t ^ z i f t ^ c r [ Q 4 , e , , a l f e I f a ] 
Q 

where the sum is taken over all Q sites of the lattice. The configurational 
contributions of the ways of arranging each of the species on the lattice is given by 
T[Q 4 ,Q 3 ,Q 2 ,Q 1 ,Q 0 ] . However, although the Q species define sites on a lattice and an 
appropriate phenomenological free energy can be derived in terms of the 
concentration and chemical equilibrium constants for their formation, the order 
parameter of the system is not clearly defined. 

The natural order parameter of the system is the degree to which the network has 
depolymerized, or the number concentration of broken bonds. Alternatively, the 
degree to which the system is polymerized can be considered. However, because the 
chemical reactions are defined from the fully polymerized network, the first definition 
of the order parameter is appropriate. Calculating the deterministic set of equations 
for phase equilibrium from a site model representation of the free energy, in terms of 
the NBOs as the order parameter, is neither straightforward nor necessarily the 
correct approach. Instead, the motivation is to arrive at a partition function, and 
thereby a free energy, in terms of a corresponding bond model. Details of this 
transformation can be found in Reference 4. 
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11. CORRALES Phase Separation in Silicate Melts 143 

The activities are defined in terms of the Q species that occupy the sites of a 
tetrahedral lattice. The transformation from the bond to the site model requires 
defining the sites in terms of the bond types. This is done by determining the 
probabilities of forming each of the specific Q sites in terms of the bond types, 
namely BO and NBO bonds. The probability of forming a Q 4 site from n^ BO bonds 
is n b 0

4 . The probability of forming a Q 3 site from n n b 0 NBO and n b 0 BO bonds is 
nbo\bo- Similarly, the probability of forming a Q 2 is n ^ n ^ 2 , the probability of 
forming a Qi is n b o n n b o

3 , and the probability of forming a Q 0 is n ^ 4 . Moreover, the 
asymmetric species have ways of being formed that are uniquely different from one 
another in that they lead to different network connectivities, and so they must be 
counted. The Q 3 and Q, species each have four distinguishable ways of being formed 
on a site, and the Q 2 species has six distinguishable ways of being formed on a site. 

The mass conservation equations for the bond model is given by the total number 
of bonds in the system 

Eq.5 
N = nbo +nnbo 

The conservation equation for the metal oxide is given by 

Eq .6 

where N m is the total number of metal oxide in the system with each N B O bond 
contributing a full metal oxide. A partition function for the bond model can be 
formulated from Eq. 4 by substituting the above probabilities to form each Q species 
from the bond types. By using Eq. 5, 6 and 3 the partition function for the bond model 
takes on the following form 
Eq.7 

z=*feX(*3)4 h i A 0 A 2 

V ^ 3 > 1 K2 , V . A1 A 3 J 
where the summation is over all N bonds and r[N,n n b o] is the number of ways of 
arranging the bonds on a tetrahedral lattice consisting of N bonds, given they must be 
arranged in such a way as to form combinations of specific Q sites. 

The configurational contribution, given by T, is calculated by determining the 
number of ways of arranging each of the sites on a lattice, keeping in mind that sites 
are formed by the probabilities of forming each site form the bond types. The number 
of ways of arranging sites on a lattice is determined following the Flory method for 
placing polymers on a lattice. 
Eq. 8 

jsj4144,w4 56"L«i 44«L«to 

bo ^nnbo 

The configurational entropy of the system is calculated by taking the log of the 
number of ways of arranging the sites on a lattice and simplifies to 
Eq. 9 

S = fclnQ = 4 
N 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

01
1

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 
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An approximate free energy for the bond model can be written by considering 
the logarithm of Eq. 7 and including the configurational entropy given by Eq. 9 to 
arrive at 

Eq.10 

G = -N*kTlnz<-NmkT\nzm +4N3nl^>Bl +6N2nl,B2+4Nnl>B3 + n l * 4 

4 4 ^ * r i n ^ + 4 A r 3 ( ^ - n ^ ) * r m [ ^ ^ ] 

where 
E q . 11 

-kTlnK3=AG3 

B0 =-fcrin 
<K3 > 

A 2 J 

- A G , - 2 AG* 

£ , = - * r i n = A G , - 3 A G , + 3AG, 

B 4 = - * r i n | - ^ - = A G 0 - 4 A G I + 6 A G 2 - 6 A G 3 

To understand how to extract useful thermodynamic properties, the isothermal 
differential of the free energy is expressed as in standard thermodynamics 
Eq. 12 

dGT = fiAdQ4 + n3dQ3 + n2dQ2 + fitdQx + ^d% + nmdnm 

where m for i = {1,2,3,4} are the chemical potentials of the Q species, \im is the 
chemical potential for the free metal oxide, and \itho and p, b o are the chemical 
potentials corresponding to the NBO and BO bonds. In Eq. 12, the transformation 
from the Q site activities and species concentrations to the bond activities and site 
formation probabilities is made. By using Eqs. 5 and 6, expanding out the 
polynomial terms and rearranging Eq. 12 simplifies to 
E q . 13 

dGT = 4»bodN4 +4Ad[N>nnbo] + timdNm 

where 
E q . 14 

* = - A**- J* ft. 
This form of the isothermal differential of the free energy reveals the conditions 

to satisfy both chemical equilibrium and phase equilibrium in the bond model. From 
the definition of A, it represents the negative affinity of reaction of creating a N B O 
from a B O and a metal oxide. To satisfy chemical equilibrium, A must be equal to 
zero in all phases that are in phase equiMbrium. The phase equilibrium conditions are 
then defined by p ^ and p^ being equal in all phases. 
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For ease of calculation, the differential free energy is expressed in terms of dN 
torn 

Eq. 15 
anddn^ 

dGT = 4Ni

fidN + 4N3Adn^0 +flmdnm 

where 
Eq . 16 

A* = 4 ^ + 3 ^ A 

From these equations, m„ is given by 

Eq. 17 

u. = u - 3 ^ - A = ^ — - G 
N N dn^ 

The latter equality indicates the chemical potential of the bridging oxygen bond can 
also be obtained from the common tangent construction. 

Calculating the indicated partial differentials in Eq. 15 on die free energy Eq. 10, 
A is 

Eq. 18 
_A_ 
kT 

= JL + 3 X * L + 3X>BL + X*E± + J -*-) 
kT kT kT kT V I - * / 

where x = n ^ / N . By determining |X and using Eq. 17, j i ^ is 

Eq. 19 

^ = [ - I n z4 - 6x2 5 L - 8*3 ^ - 3x4 2*- + 4 ln(l - x)] 
kT L * r * r fer v 'J 

One of the conditions for phase equilibrium is given by Eq. 19. 
The second equilibrium condition, determined by being equal in each phase, 

does not lead to an explicit expression in terms of the field parameters, the BjS, and 
the order parameter, n n b 0 . To this end, A can be used, recognizing that it contains the 
chemical potential of the free metal oxide, , as well as the chemical potential of the 
metal oxide incorporated into the network, p,n b o. Thus, A + = j i n b o - 1/2 ( i m is used 
for the second phase equilibrium condition. This phase equilibrium condition must 
be coupled with the chemical equilibrium condition that requires A = 0 also be 
satisfied in each of the phases in equilibrium. 

Alternatively, A is used for Maxwell's construction or to satisfy the equal area 
rule. Thus, A can be used for the second phase equilibrium condition while 
simultaneously ensuring that it is equal to zero in all phases that are in equilibrium. 
Both approaches lead to equivalent results, and require that one of the field 
parameters, namely B , , be searched and solved in a self-consistent manner. 

Thus, two-phase equilibrium of the system is determined by searching for the 
solution of m^x, T) = H j x " , T) and A(x, B , , T) = A(x", B„ T) = 0 at fixed values of 
B 2 , B 3 , B 4 , and T. The entire coexistence curve is then determined by varying T and 
solving for x andx . 
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The critical point condition is given by the second and third partial derivative of 
the free energy with respect to the order parameter be equal to zero and is identical to 

Eq.20 

(dA/kT\ Jd2A/kT^ 
V dx )TcXc { dx2 , 

= 0 

These conditions are easily calculated from Eq. 18. The parameters B 2 and B 3 can be 
determined using the critical temperature and composition of a system while keep B 4 

fixed. The role of B 4 is to introduce an asymmetric stretch in the coexistence curve, 
and so in principle can also be fit to available data. 

Using the definitions of the equilibrium constants in terms of the activities of 
each species given by Eq. 3, the average number density of each Q species is 
calculated from Eq. 10 using 

E q . 21 

9G/N4kT , x 

The total number of silica units is given by 
Eq.22 

^ = 5 > , = 0 - *) 4 + 4x(l - xf + 6*2(1 - xf + 4*3(1 - x) + x 4 = 1 
i 

Using Eq. 6 along with 

Eq.23 

d(-]nzm) V m l N* 
where x m = nJN*y the total numter of metal oxide units in the system is given by 
Eq.24 

N 
Xm =—7- = xm +2x 

Thus the total mass conservation of this system is given by 

Eq.25 

The apparent fraction of metal oxide in the system is 
Eq. 26 

xm +2x 
m \ + xm+2x 

and the apparent mole fraction of silica in the system is 
Eq.27 

1 
X s i C h ~ \ + x+2x 
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Phase Diagrams 

Two-phase coexistence curves are determined for a fixed value of the parameter B 4 = 
-4.99 and of the critical temperature Tc=1000 K, corresponding to B 4 /kT c = -0.43. The 
critical composition is varied from the dilute side to the high concentration side of the 
metal oxide fraction. The parameters B 2 and B 3 are determined from the critical 
composition and critical temperature using the equations for the critical point 
obtained from Eq. 19. The resulting phase diagrams are shown in Figures 1-5. 

In Figure la , the critical point sits on the dilute side at %M20= 0.44 and 
corresponds to x = 0.3 for the number concentration of NBO bonds, as defined above. 
This value of B 4 shows only a slight asymmetric stretch of the coexistence curve on 
the right branch. The shape of the coexistence curve is similar to those observed in 
binary silicates containing N^O. 

In Figure lb, the critical point is at X M 2 O = 0-55, corresponding to x = 0.4. Note the 
drastic change in the shape of the right-hand branch of the coexistence curve, that 
emphasizes the asymmetric stretch with a shoulder to the right of the critical point. A 
similar coexistence curve is observed in binary silicates containing CaO or MgO. 

The phase coexistence curve shown in Figure lc is significantly flatter in 
appearance than all the other coexistence curves for the same values of B 4 . The 
critical composition occurs at %m o= 0.66, corresponding to x = 0.5, which is identical 
to the critical composition of the nonsymmetric tricritical point that is known to exist 
for this theory. The parameter values lie very close to this higher order critical point 
and is the reason why the coexistence curve has such a pronounced flatness. 

In Figure Id, the critical point occurs at %M20= 0.77, corresponding to x = 0.6. 
This coexistence curve nearly mirrors that in Figure 2, with its shoulder to the left of 
the critical point. 

In Figure le, the critical point occurs at %M20= 0.87, corresponding to x = 0.7. 
This coexistence curve has a pronounced asymmetry on the left branch compared to 
that in Figure la. 

Discussion 

This theory shows a rich assortment of phase behavior that includes three-phase 
equilibrium, critical endpoints and a nonsymmetric tricritical point, that have not been 
shown here. The nonsymmetric tricritical point is where three phases that are in 
equilibrium simultaneously coalesce to form a single phase. The critical endpoints is 
where two of the three phases have coalesced to a critical point that remains in 
equilibrium with the third phase. 

Experimentally determined phase coexistence curves for binary silicates have 
focused on two-phase coexistence curves. This work shows the theory is capable of 
capturing the wide behavior, in terms of the shapes of the coexistence curves, seen in 
binary silicate melts. The shapes of the curves are strongly coupled to the proximity 
of the parameters to the nonsymmetric tricritical point, as well as to the position of 
the critical composition of the system. 

Although a number of approximations have been used, that includes the use of 
Flory theory for computing the mixing entropy, a more severe approximation has 
been to keep the free metal oxide off the lattice. Incorporating the metal oxide into 
the lattice will result in a mixing entropy contribution to the system, that wil l be 
significant in the high concentration regime of the phase diagram. Additionally, it 
would be desirable to turn on the interaction energy of the metal oxide with the other 
components of the system, that can lead to aggregation of a pure metal oxide phase 
and to favoring further uptake of the metal oxide into the network. 
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920.0 

900.0 
0.00 0.20 0.40 0.60 0.80 1.00 

1020.0 

1000.0 

980.0 

T O O 960.0 

940.0 

920.0 

900.0 
0.00 0.20 0.40 0.60 0.80 1.00 

Figure 1. Phase coexistence curves at T c = 1000 K at critical compositions of 
A ) XM2O = 0 M > b) % m o = 0.55, c) x M 2 0 = 0.66, d) % M 2 0 = 0.77, and e) x M 2 0 = 
0.87. The series of coexistence curves pass through the vicinity of a 
nonsymmetric tricritical point that leads to the asymmetric broadening of the 
coexistence curves. 
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Figure 1. Continued. 

Continued on next page 
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The proximity of the coexistence curves, presented here, to the nonsymmetric 
tricritical point leads to the broadening asymmetric behavior. In general, the 
coexistence curves of binary silicate systems are observed to occur in the dilute 
regime. In the high concentration regime other phase transformations may occur, 
such as metal oxide aggregation. Due to temperature constraints, most phase 
separation of silicates is observed in the solid phases. Thus, phase domains may be 
glass or crystalline depending upon quench history and the propensity for a phase to 
crystallize from the melt. Phases rich in metal oxide may be expected to crystallize 
thereby driving a phase separated system into a single phase. Such phenomenon must 
be further explored. 

Expansion of this theoretical approach to include multiple network forming and 
network modifying components can be carried out, although the analytic solutions 
may become intractable. However, solutions can in principle be obtained using 
Monte Carlo simulation techniques. 
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Chapter 12 

Higher Order Time-Correlation Functions 
from Fluctuating Energy Landscape Models: 

Comparison with Reduced Four-Dimensional NMR 
Spectroscopy 

G. Diezemann, G. Hinze, R. Böhmer, and H. Sillescu 

Institut für Physikalische Chemie, Johannes Gutenberg Universität, Staudinger 
Weg 7, D-55099 Mainz, Germany 

Recent reduced 4D-NMR experiments on supercooled ortho-terphenyl 
near its calorimetric glass transition temperature reveal heterogeneous 
reorientational dynamics. The dynamics of these heterogeneities is 
modeled in the framework of different energy landscape models that 
account for environmental fluctuations. Molecular reorientation rates 
are modeled by thermally activated processes with activation energies 
that fluctuate in time. Fluctuations of the barriers to reorientation are 
described in terms of transitions among states characterizing the 
different activation energies. It is shown that quite different scenarios 
for these transitions yield results in qualitative agreement with 
experimental data. Apart from the time honored Anderson and Ullman 
model no other locally and globally connected scenario that we have 
considered can be ruled out on the basis of our present experiments. 

The relaxation of supercooled liquids near their calorimetric glass transition shows a 
number of characteristic features [for reviews see (1,2)]. Apart from the strong 
temperature dependence of the primary relaxation ( a - relaxation) the pronounced 
non-exponential decay of typical time correlation functions and the non-Debye form of 
the corresponding susceptibilities as observed e.g. in dielectric experiments are subject 
of controversial discussions (3,4 and references therein). 

Typically, time correlation functions related to the a -relaxation can very well be 
fitted to the Kohlrausch function: 

FKww(t) = F 0 e x p H t / T 0 ) p } , (1) 

where F 0 is an amplitude, x 0 a characteristic decay time, and p < 1 a measure for the 
deviation from exponential decay (P=l). There are two extreme scenarios which 

154 © 1997 American Chemical Society 
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might be viewed as the microscopic origin for the occurrence of a non-exponential 
time correlation function. Consider the macroscopic ensemble (the sample as a whole) 
as consisting of a large number of independent sub-ensembles. Then the time 
correlation function F(t) of the total ensemble is given by a superposition of the time 
correlation functions of the sub-ensembles, i.e. F(t) = E f{ (t). 

In the homogeneous case the time correlation function, f {(t), of each sub-
ensemble is assumed to be of the Kohlrausch form, say, with the same values for x 0 

and p. The superposition then results in the form of equation 1 with a sum of 
amplitudes yielding F 0 . 

The other extreme scenario, the heterogeneous case is associated with the 
assumption of a Debye form (P=l) for the time correlation functions of the sub-
ensembles, i.e. fj(t) = gj exp(- t /Xi) , where g{ is the statistical weight and xx the 
characteristic correlation time. The macroscopically observed response function is then 
recovered by assuming an appropriate continuous distribution of correlation times 
[meaning that the weights g{ are replaced by g(t)]. 

Note that apart from their spectral characterization nothing is said about the sub-
ensembles. In models for the a -relaxation it often is assumed that the supercooled 
liquid consists of 'regions' or 'domains' of different sizes, packing fractions, etc. 
(2,3,5) which are characterized by different correlation times. Only within the 
framework of such models it is possible to assign different correlation times to 
different regions in the sample and thus to relate heterogeneity in the time correlation 
functions to spatial heterogeneity. 

Since most experiments measure two time correlation functions in the linear 
response regime, it is not possible to distinguish between the above described 
scenarios. [An exception is provided by deuteron N M R spin lattice relaxation 
experiments near the glass transition (6), which show that at least part of the 
relaxation-spectrum is heterogeneous.] What is needed in order to distinguish between 
homogeneous and heterogeneous relaxation is a method that allows to select a (slow) 
sub-ensemble and monitor its subsequent relaxation. What can we expect from such a 
selection to be different in both scenarios? In the homogeneous case such a selection 
just is impossible due to the fact that there is only a single characteristic time scale in 
the system. In the heterogeneous case, on the other hand, such a spectral selection 
should be possible and the relevant question then is whether a selected slow sub-
ensemble remains slow or changes its correlation time in the course of time. In such a 
case the question immediately arises as to how long this re-equilibration takes. 

Up to now there exist three types of experiments which are able to provide such 
a spectral selection and a means to observe the subsequent re-equilibration. These are a 
reduced 4D-NMR experiment (7), the non-resonant spectral hole burning technique (8) 
and an optical deep bleach experiment (9). In Ref. 7 the principal idea was employed 
for the first time. Later on further multidimensional N M R studies on polymeric (10) 
but also on low molecular (11) viscous liquids were carried out. We note that all of the 
experiments performed up to now have shown that a spectral selection is possible. 
This means that it is possible to assign different characteristic decay times to different 
sub-ensembles. A l l experiments clearly demonstrate that the dynamics of the selected 
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sub-ensemble change in the course of time, which means that the correlation time 
distribution is not static as assumed in the extreme heterogeneous scenario. 

Furthermore all three types of experiments mentioned above allow to measure 
the rotational relaxation of the molecules. Thus the result of changing reorientational 
rates means that the rotational motion of the molecules cannot be modeled by a 
Markovian stochastic process. One way of modeling such a non-Markovian process 
consists in describing it as the projection from a higher dimensional Markov process, 
as discussed by Sillescu (12). 

In the present paper we briefly describe the specific four-time correlation 
function measured in the reduced 4D-NMR experiment and present some results of 
our experiment on supercooled ortho-terphenyl (o-TP) (11). Here, we compare the 
predictions of fluctuating energy landscape models as used to mimic the exchange 
between different reorientational rates to the experimental results. Finally, we discuss 
the significance of the model calculations and draw some conclusions. 

Reduced 4D-NMR 

Instead of describing the experimental procedure in detail, we briefly summarize the 
points relevant for our present purpose. The reader is referred to Ref. 12 for more 
detailed information. A l l experiments are taken from Ref. 11. They were performed on 
o-TP at a temperature of about 254 K (11 K above the calorimetric glass transition 
temperature), for experimental details see Ref. (11). 

To start with, consider the three pulse experiment depicted in Figure la. After the 
first pulse a second one at a time t p is applied, which stores the phase ©t p of the spins. 
Here© denotes the quadrupolar frequency of the deuterons (which depends solely on 
the orientation of the considered C-D bond relative to that of die external magnetic 
field). After a mixing time tfi, a third pulse is applied. The amplitude of the two-time 
(2t) echo occurring with a delay of t p after the third pulse is conveniendy written as 

F 2(tp,t f f l) = (ex iKicD^tpJex^ io j^a^p) ) , (2) 

where (•*•) denotes a thermal average. The cosine and sine parts of F 2(t p ,tgj) 
(denoted by F 2

c c ( t p , t f i l ) and F 2

8 ( t p , t f f l ) , respectively) are obtained by appropriate 
choice of the lengths and the phases of the pulses. The idea of the reduced 4D-NMR 
experiment is to use the 2t-echo experiment as a dynamical filter. Writing equation 2 
in the form <cos(((D(0)-(o(tfiI))tp)) shows that only molecules which have not 
changed their orientation during t f f l appreciably contribute to the echo. On the other 
hand, choosing t p long enough to ensure that each angular jump of the molecules 
leads to a total loss of correlation allows to adjust t p in such a way thatF 2(t p , t f f l) 
measures the correlation function of angular jumps. In o-TP it is known that the mean 
jump angle is approximately 10° (13). Therefore the value of t p = 25\xs chosen in all 
experiments is sufficient to treat each angular jump as being responsible for a total loss 
of correlation. The observedF2(tp =25fis,t f i l) at T = 254 K can be fitted excellently 
to a Kohlrausch function (see equation 1) with the parameters x 0 = 17 ms and 
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P = 0.42, yielding an average inverse angular jump rate of 49.7 ms. It has to be noted 
that the rotational correlation function of the second Legendre polynomial, obtained 
from F " ( t p -» 0,t f f l), decays with a mean rotational correlation time of 540 ms (13), 
i.e. a factor of 10 slower than die angular jump correlation function. 

In Figure lb the principle of the four-time (4t) echo experiment is shown. The 2t-
echo serves as a filter which can only be passed by those molecules which have not 
performed an angular jump during the filter time t f i l. After a mixing time t ^ the same 
filter is applied again. 

This means that only molecules which remained slow during the time interval t ^ 
pass also the second filter and contribute to the 4t-echo. Since four evolution times are 
involved in the pulse sequence one indeed is concerned with a four time correlation 
function. However, here we measured the 4t-echo as a function of t T O for fixed 
t p = 25u,s and t f i I. The same experiment was then repeated for different values of t f i l 

(cf. Ref. 11). Out of the possible 4t-echo functions in the present context we consider 
only the following one 

F 4(t r e x)oc c o s [ ( © ( 0 ) - * ( t ^ , (3) 

cf. Refs. 11 and 12. This particular 4t-echo function has the advantage that in case that 
random reorientational jumps govern the rotational dynamics it depends solely on the 
change of the reorientational jump rates but not on the orientational relaxation itself. 
Since we have chosen t p =25 (is large enough for each jump to lead to a total loss of 
correlation, we can use the model of random reorientational jumps even though we 
know the mean jump angle to be 10°. 

In Figure 2, F 4 ( t r e x ) functions are presented for different values of the filter time. 
Additionally shown are fits of F 4 ( t ^ ) to die Kohlrausch like expression (solid lines) 

F 4 ( t r e x ) = F ; + ( l - F ; ) e x p H k t r e x ) ^ } (4) 

yielding the results shown in Figure 3. Since we are not going to discuss the plateau 
values F* further in the present context, they are not shown in Figure 3. We just 
mention that all model calculations tend to very similar under-estimates of F* for 
large tfi, (cf. Figure 4a in Ref. 11). The general quality of the fits is good, as can be 
inferred from Figure 2. 

Note that the decay of the 4t-echo becomes longer as t f i l increases. At first glance 
this result suggests that molecules with smaller angular jump rates also change these 
rates more slowly than molecules which reorient faster. As will become clear below, 
no strict correlation between angular jump rates and exchange rates is necessary in 
order to interpret the experimental data. 

Fluctuating energy landscape models 

Sillescu (12) has worked out a two-state model of environmental fluctuations and 
applied it to the description and interpretation of the various 4t-echo functions. In Ref. 
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b) 
tp I 

Filter Filter A . 

Figure 1. a) The two time stimulated echo pulse sequence. The right trace shows 
the interpretation as a dynamical filter, b) The reduced 4D-NMR pulse sequence: 
Only molecules which passed the first filter and have not changed their angular 
jump rates during the rate exchange interval contribute to the four time echo 
(Adapted from Ref. 11). 

Figure 2. The normalized 4t-echo decay as a function of the rate exchange interval 
t_ for various filter times t f i l. 
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12. DffiZEMANN ET AL. Higher Order Tune-Correlation Functions 159 

Figure 3. Results of fits of the four time echo decays to equation 4. Symbols, 
experimental data (11). The lines are from different model calculations with the 
parameters given in the text: dotted lines: Anderson-Ullman model; dashed lines: 
generalized Anderson-Ullman model; dot-dashed lines: random energy model; 
full lines: generalized Anderson-Ullman model with gamma distribution for the 
energies. 

10 5 10"4 10° 10"2 10"1 10° io l i o 2 

logl0(t/s) 

0.20 

0.10 

0.05 

0.00 ^ 

-10 0 10 

ln(D 

Figure 4. a) The two time echo function versus time; open symbols represent 
experimental results (11), full line: calculation according to the Anderson-Ullman 
model, see text, broken line: calculations with vanishing exchange rate, b) Decay 
rate distribution functions for the calculated 2t-echoes as shown in a) The 
distributions are normalized to an area of unity. 
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11 we performed calculations for different multi-state models for which distributions 
of angular jump rates and exchange rates were considered without recourse to specific 
models for the physics of die environmental fluctuations. In order to model the 
behavior seen in Figure 3 in this chapter we consider a class of models for 
environmental fluctuations which can be viewed as energy landscape fluctuation 
models and compare die calculated F 4 ( t ^ ) functions to the experimental ones. 

The idea underlying all models of environmental fluctuations is to account for 
the non-Markovian behavior of the rotational dynamics. This means that in the 
simplest case one assumes that the angular jump rates T relevant for the present 
discussion are functions of an additional variable 6, i.e. T = T(e). As e characterizes 
the dynamical state of the molecules we denote it as a dynamical variable.. Different 
dynamical states are characterized by different values of the variable e. In a physical 
picture of a viscous liquid one may view e as a local packing density, an energy 
(potential energy, thermal energy, free energy), a local free volume, etc. (3,14,15). For 
molecules of high energy (corresponding e.g. to low local density) one expects a low 
barrier to reorientation and vice versa. Furthermore, in a given dynamical state the 
angular jump rate is assumed to be fixed. Changes in the angular jump rates are 
modeled by transitions between different dynamical states. This means i f e changes its 
value to e', there is an associated transition from T(e) to T(e'). Different models 
differ by die definition of the transition rates K ( E ' , C ) from state e to state e' and in 
the assumed functional dependence of the angular jump rates F(e). 

This class of models for the non-Markovian rotational dynamics allows to treat 
the stochastic process (Q,e) [(orientation, dynamical state)] as a composite Markov 
process (12,16). [Note that the projection of the process (Q,e) onto the stochastic 
process Q is no longer Markovian.] The most prominent consequence of this 
procedure is that the dynamics of the stochastic process (Q,e) can be described by a 
master equation (16). This means that the probability for finding a molecule in 
orientation Q and in dynamical state 6, (Q,e), at time t, conditional on ( Q 0 , s 0 ) at 
time 0 obeys a set of linear differential equations. 

It is exacdy this probability, denoted by P m (Q ,e ; t |Q 0 , e 0 ) which is needed in 
the calculations of the 2t- and 4t-echoes. Remembering that the Larmor frequency is a 
function of molecular orientation, co = o>(Q), we have for example for the cosine part 
of the 2t-echo 

F2C C(tp,t f f l) = <cos(cD(Q(O))tp)cos(c0(Q(tfil))tp)> - (cos(m(Q0h)oosim(Q2)tp)) 

= JJds, de 2 JJdO, d D 2 cos(a>(Q 1)t p)cos((0(Q 2)t p)P 1(Q 1,8 1)x (5) 

x P ^ Q ^ e ^ t J O p e , ) 

where P ^ Q ^ e , ) denotes the a priori probability, cf. (12). A l l other correlation 
functions can be written in a similar way. The master equation for the conditional 
probabilities reads as: 
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^ V a e t f O o ^ (6) 

where Il(Q,e|Q',e')denotes the transition rate from (Q' ,e ' ) -*(^,e) . In principle a 
number of models can be constructed by assuming different functional forms for the 
transition rates. Here, we restrict the analysis to the case for which rotational random 
jumps govern the Q -dependence and assume that transitions e e' have no effect on 
the orientations. Then, with these restrictions different models differ solely in the 
definition of the transition rates K(e' ,e). Even under these constraints many different 
scenarios are possible as well. The choices we will discuss in the following belong to 
the most simple ones. 

Next, the P l ( 1 are expanded into Wigner rotation matrix elements, which in a 
discrete version read (12): 

P 1 | 1 ( a 6 k ; t | O 0 , 6 i ) = X c L L ) ( t ) ^ D f f l ; L ) ( Q ) D n / L ) ( Q 0 r (7) 
Lmn on 

The expansion coefficients depend on the rank L of the matrices but are independent 
of m and n and again obey a master equation: 

A c < b

L > ( t ) = - ( i - 8 L , 0 ) r k c L L ) ( t ) + X K k I 1 c (

m

L ) ( t ) (8) 

where Tk and K a k are abbreviations for r (e k ) and K ( e a , e k ) , respectively. It is 
obvious from equation 8 that the angular jump rates are independent of L , reflecting 
the well known fact that experimental methods, which measure rotational correlation 
functions of different values L lead to the same results in case of large angular jumps. 
(This, of course, is not true in case of rotational diffusion.) Furthermore, the time 
evolution of the coefficients C[f (t) is independent of the angular jump rates Tk. 

For a calculation of the 2t- and 4t-echoes one proceeds in the following way. 
One diagonalizes the matrix defined implicitly (from the T k and K N K ) in equation 8 
and represents the expansion coefficients C^ } (t) in terms of the eigenvalues and 
eigenvectors of that matrix. From the results of that procedure the conditional 
probabilities P i n and subsequently the correlation functions according to equation 5 
and similar expressions are obtained. Instead of going into computational details here 
(see Ref. 12) we want to discuss the results for different models governing the 
dynamics of the dynamical variable 6 and the functional dependence of the angular 
jump rates on e. In terms of the CJ^O) coefficients the relevant 2t- and 4t-echo 
functions are approximately given by (cf. equations 2 and 3): 

^ ( t j ^ p r c ^ t , , , ) (9) 
U 

F 4 ( t r a )*SPr , C (

j , L ) ( t f a )C< k

I - ' ( t f i l )C k j

0 >(t r a ) (10) 
tjkl 
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Here, p f denotes an equilibrium probability, i.e. die equilibrium population of states 
characterized by zt. Note, that the dependence on the 'rate exchange interval' t ^ of 
this particular 4t-echo function is determined solely via the time dependence of the 
C ^ O n * ) . These, however, do not depend on the angular jump rates at all, as can be 
seen easily from die master equation, equation 8. This means, that during t ^ only the 
exchange between different angular jump rates is observed. Of course, this holds 
exactly only i f the model of rotational random jumps is applicable. 

One very simple environmental fluctuation model has been formulated by 
Anderson and Ullman (17) in an attempt to explain the asymmetric form of the 
apparent distribution of rotational rates as observed in dielectric experiments on 
viscous liquids. These authors assumed that molecular reorientations depend on the 
local free volume at the site of the molecule considered. If die molecule is in an 
element of large free volume, the angular jump rate is assumed to be large. This is a 
physical reasonable assumption, since the barrier to reorientation should be relatively 
low. The temporal fluctuations in free volume were described as an Ornstein-
Uhlenbeck process (16). The master equation for the probability P(e,t) of finding a 
molecule in a specific element of free volume in this case is a Fokker-Planck equation 

aP/at = D 3 2 P / d e 2 +yd(eP)/de 

where P s P(e,t) and e denotes die deviation of free volume from the average value. 
The equilibrium probability P"1 (e) = P(e,oo) is given by a Gaussian with width 
CT=(D/y)1/2. As functional form for the dependence of the angular jump rates on 8 
Anderson and Ullman chose r(e) = r o e x p ( ± e c ) , where the plus sign holds for 
positive values of 8 and the minus sign for negative ones. The exponent 'c ' was 
arbitrarily chosen between 1 and 2. 

In view of later generalizations it is suggestive to reinterpret the 'free volume' 
as 'energy'. This means we choose 8 as an energy variable. A molecule in a state of 
iarge' free volume is thus assumed to be in a region of low local density and thus of 
high thermal energy and vice versa. 

Next, we have to specify a functional form for the angular jump rates. It seems 
natural to choose the angular jump rates according to an Arrhenius form: 

where E R (e) is a (dimensionless) activation barrier against reorientations and T is the 
(dimensionless) temperature. We do not assume the energies 8 and E R (e) to be the 
same. Rather we will take them to be proportional to one another in the sense that 
molecules in a more 'liquid-like' region (large e) experience a lower barrier to 
rotation E R (e) = E R -%rs. Thus, 

r(8)=r;exP{-ER(8)/T} (11a) 

r(8) = r 0 0 exp( X r 8 /T) ( l ib ) 
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This form for F(e) with Tm and % r as adjustable parameters will be used throughout 
in the calculations. 

For numerical calculations the Fokker-Planck equation has to be written in a 
discrete form. One then ends up with equation 8, where the transition rates (in a 
canonical form, i.e. obeying detailed balance) are given by [cf. (18)]: 

Here, A e denotes the spacing between two adjacent values of s and the Kronecker 
symbol means that transition rates between values of s which are more than one 'step' 
apart from each other vanish, i.e. the exchange is 'diffusive'. The Gaussian 
equilibrium probability [p-q ocexp{-e2 / (2a 2 )}] results in a logarithmic Gaussian 
distribution g(!H) of angular jump rates by virtue of equation 11 and a width which is 
related to the width of p f by o> = ( x r / T) a. 

In Figure 4a the 2t-echo according to equation 9 is shown together with the 
experimental data for a =2.8, %r=1.0 and D /r w =0.5 (F^ can be chosen arbitrarily 
since it merely is a scale factor and the temperature is set to T=l). Numerically, we 
took N values e, to e N with N typically being 50. We diagonalize the matrix defined 
by equation 8 with the transition rates defined in equation 12, calculate the time 
dependence of the coefficients C (

k^(t) and subsequently compute the 2t- and 4t-
echoes. N=50 was checked to be sufficiently large by comparing the results to 
calculations with larger N values. The dashed line in Figure 4a shows F 2 (t f i l ) without 
exchange (D=0). The tailing in this curve is characteristic for a logarithmically 
symmetric distribution of decay rates. The stronger decay at longer times which is a 
hallmark for a Kohlrausch function is achieved by finite exchange. Figure 4b shows 
this effect on the distribution of decay rates. The full curve is the log-Gaussian with 
a =2.8 and the dashed one the effective distribution including exchange, 
corresponding to a Kohlrausch distribution for p =0.42. The solid line marks the 
exchange rate D. The effect of the exchange is readily seen in skewing the 'bare' 
distribution. 

Using the same parameters, we then calculated the 4t-echoes according to 
equation 10 for filter times varying between 1 and 55 ms. Instead of showing the 
curves we present the results of fits to equation 4 as the dashed lines in Figure 3. It is 
clearly seen that the simple Anderson-Ullman model is not able to reproduce any of 
the features seen in the experimental data. The reason for this is quite simple. The 
increases in K" 1 and P 4 with filter time t f l l show that there is a broad distribution of 
exchange rates K I K in the system. In the Anderson-Ullman model, on the other hand, 
there exists only a single exchange rate, D. The deviations in P 4 from unity (the value 
one naively would expect for a single rate) solely stem from the requirement of 
detailed balance K L K p^ = K K I p^ . 

In order to develop a more realistic model let us consider the physical content 
of the Anderson-Ullman model in more detail. Since we interpret 8 as an energy, the 
exchange rate D should be understood as an escape rate, i.e. D = D W exp(-E c s c / T ) . 

(12) 
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164 SUPERCOOLED LIQUIDS 

Then the interpretation of the Anderson-Ullman model is equivalent to saying that 
there exists a unique barrier height in the energy landscape in which the depth of the 
valleys correspond to different dynamical states. This, of course, is highly implausible 
for the energy landscape of a complex system like a viscous liquid. However, this 
consideration leads us to an obvious generalization of the Anderson-Ullman model. 
Instead of a single escape energy one expects a distribution of escape energies, i.e. a 
density of energy states which is not given by a delta function. The Anderson-Ullman 
model might thus be seen as the simplest model which disregards the finite width of 
the density of states and merely considers the mean. We therefore introduce a density 
of states (DOS), n(e) and assume the exchange rates D(s) to be modified according 
to D(e) = D 0 0 exp(-(E^ s c - e) / T) . This means that we have a distribution of escape 
rates depending on energy. The probability P, f l then has to be calculated from a 
generalized Fokker-Planck equation. Here, we again us a discrete version (equation 8) 
with the exchange rates (see equation 12) according to: 

where K T T =Dexp(-E^ s c /T ) to be consistent with equation 12. Additionally, the 
equilibrium probabilities are now given by: 

for a Gaussian DOS since statistical mechanics requires p^ oc n(Sj)exp(-8j / T ) . 
As before, we calculate F 2 and F 4 according to equations 9 and 10. As 

parameters we have chosen (T=l),a=2.3, % T = \ . l (a r=3.9) and KM /T^O.26 . The 
results for the 2t-echo look similar to the ones for the Anderson-Ullman model (except 
for a more pronounced tailing of the 2t-echo without exchange due to the broader 
distribution of bare angular jump rates) and are therefore not shown. The F 4 ( t r e x ) 
functions obtained this way were fitted using equation 4. The results of the fits are 
shown as the dotted lines in Figure 3. It is seen that this slightiy modified Anderson-
Ullman model qualitatively reproduces the features seen in the experimental data. The 
experimental values of p 4 are met almost exactly, the characteristic decay times 
change somewhat too strongly with increasing filter time. 

Since the extended Anderson-Ullman model shows the prominent 
characteristic features observed experimentally, the next thing we do is to ask whether 
the four time correlation function measured in this specific experiment allows to 
distinguish between different models for the transition rates K I K among the states of 
different energy. In the two models considered so far the exchange proceeds only 
among states of similar energy. This means that a small angular jump rate becomes 
larger only gradually in the course of time via many transitions towards fast 
reorientations. If transitions take place in a complex energy landscape there is no 
reason to assume that these transitions are restricted to energy minima of only slightiy 

(13) 

exp(- (e f -g) 2 / (2o 2 ) ) ; S = - c 2 T (14) 
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different depth. One might alternatively expect that i f an escape out of one minimum 
has taken place one may end up in any other minimum. Stated in other terms, one 
would like to be able to distinguish between models that differ in the connectivity of 
the dynamical states. In this perspective, the diffusive scenario is viewed as a nearest 
neighbor random walk among the dynamical states biased by the 6 -dependent escape 
rates, while the random scenario corresponds to a globally connected model, where 
each dynamical state is connected to any other. 

Thus, in order to see whether the information content of the reduced 4D-NMR 
experiment is sufficient to distinguish between different models, we next consider a 
random energy model (19). This model, originally introduced as a simple model for 
spin glasses, has been applied to the study of protein folding kinetics (20) and also for 
modeling transport in viscous liquids (21). 

We choose a Gaussian DOS as in the generalization of the Anderson-Ullman 
model and assume the following form for the transition rates between states of 
different energies [cf. (21,22)]: 

K S k = K . n ( 8 i ) « p ( 8 k / T ) ; n(e i) = - ^ e x p ( - ( 8 i ) 2 / ( 2 a 2 ) ) (15) 

This means we consider the transition e k ->8j as an escape out of the state e k and the 
destination state E1 is chosen randomly, i.e. according to the probability of its 
existence given by the DOS n(8 4 ) . The equilibrium population of the states is again 
given by equation 14. The distribution of angular jump rates is taken to be a log-
Gaussian as discussed in context with the Anderson-Ullman model. Also for this 
model we calculated the 2t- and 4t-echoes and the fit results according to equation 4 
are represented by the dot-dashed lines in Figure 3. The parameters chosen are 0=2.0, 

X r =1.7 (o> =3.4), K w / r w =0.13 and T=l. 
It is seen from Figure 3 that the results of the random energy model are very 

similar to those of the generalized Anderson-Ullman model. This means that even 
though the dynamics of the transitions among different states is quite different in these 
two models, this does not show up in the results of the specific four time correlation 
function observed in reduced 4D-NMR. We only mention here that also other choices 
for the K I K yield results similar to those presented in Figure 3. What seems to be most 
important for the behavior of the 4t-echo is the finite width of the distribution of 
exchange rates rather than the exact scenario of how the angular jump rates fluctuate 
due to exchange. The fact that the exchange is more efficient in 'speeding up' slowly 
reorienting molecules in die random energy model is merely reflected in the 
correspondingly smaller scale K F F L as compared to the generalized Anderson-Ullman 
model. However, this also does not serve as a criterion to distinguish different 
scenarios, because i f the attempt frequency Tm is chosen to give reasonable values, 
then the same holds for in both models. 

As a final example let us consider the case in which the DOS is not given by a 
Gaussian. We consider the generalized Anderson-Ullman model with the exchange 
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rates given by equation 13, but the DOS is chosen according to an asymmetric 
distribution. As an example we choose a gamma distribution (16): 

n ( 6 ) x 6 v _ 1 exp(-ae) ; (a>0,v>0) (16) 

Consequently the equilibrium probability changes from a Gaussian to 

p f ^ n ^ e x p H ^ / T ) . (17) 

The use of an asymmetric DOS gives rise to an associated change in the distribution of 
angular jump rates r ( 8 j ) . 

Calculations with v=8, a=0.045, x r=1.15, K b /1^=31.0 and T=l are 
represented as the solid lines in Figure 3. It is seen that in this case the experimental 
values of K " 1 are reproduced almost exactly, whereas the agreement with the 
experimental p 4 becomes somewhat poorer. 

Concluding Discussion 

By performing reduced 4D-NMR experiments we were able to show that the 
reorientational dynamics in supercooled o-TP is of a heterogeneous nature. This 
heterogeneity is, however, not static but dynamic in the sense that slowly reorienting 
molecules become faster in the course of time and vice versa. By measuring the filter 
time dependence of the 4t-echo it becomes obvious that it is not possible to ascribe a 
well defined lifetime to the heterogeneities. Instead, it appears that slowly reorienting 
molecules seem to change their angular jump rates more slowly than the quickly 
reorienting molecules do, but see also the discussion in Ref. (11). The life time of the 
heterogeneities is similar to the time scale of reorientations. In the deep bleach 
experiments on dye-molecules in supercooled o-TP Cicerone and Ediger (9) found that 
the mean life time of the heterogeneities is much longer (about a factor of 10 2-10 3) 
than the reorientational correlation times. This is different from what we have found. It 
has to be noted, however, that the Cicerone-Ediger experiment was performed at lower 
temperatures than ours. 

Since the dependence of the 4t-echo upon the rate exchange time t ^ is 
determined solely by the dynamics of the exchange between different angular jump 
rates (at least under the given experimental conditions) it becomes obvious from the 
increase in the time scale K " 1 and in die stretching parameter P4 that there exists a 
distribution of exchange rates. 

In an attempt to model the observed behavior we considered different 
fluctuating energy landscape models. We started with a time honored model due to 
Anderson and Ullman, which in its original form contains only a single exchange rate. 
This allows to mimic the shape of the two-time echo function but is not capable to 
reproduce the experimental 4t-echoes. Therefore, we proposed a generalization of the 
original Anderson-Ullman model by assuming a Gaussian distribution of escape 
energies. This 'diffusive' scenario already yielded satisfactory results. Since the 
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dynamics in this model consists of transitions between states of very similar energy 
only, the model incorporates a very restricted connectivity similar to the situation 
encountered in a nearest neighbor random walk. In another model we assumed all 
dynamical states to be connected (globally connected model) and obtained results very 
similar to the locally connected case. Thus, it is not possible from the specific four 
time correlation function measured in the discussed experiment to mscriminate 
between these different scenarios for the dynamics of the heterogeneuos reorientations 
in o-TP. 

It has to be pointed out that the Arrhenius form for the dependence of the 
angular jump rates on the energy variable (equation 11), is a rather restrictive one and 
may be lifted i f desired. However, in an energy landscape picture it is physically 
appealing to attribute a lower barrier to reorientation to those molecules with a higher 
(thermal) energy. 
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Chapter 13 

High-Frequency Dielectric Spectroscopy 
of Glass-Forming Liquids 

P. Lunkenheimer, A. Pimenov, M . Dressel, B. Gorshunov1, U. Schneider, 
B. Schiener2, and A. Loidl 

Experimentalphysik V, Universität Augsburg, Universitätsstrasse 2, 
D-86135 Augsburg, Germany 

We give an overview of our recent results from broadband dielectric 
spectroscopy on various glass forming liquids as glycerol, 
[Ca(NO3)2]0.4[KNO3]0.6, [Ca(NO3)2]0.4[RbNO3]0.6, propylene-carbonate, 
and Salol. For the first time the dielectric loss has been investigated 
systematically in the crossover regime from the α-relaxation to the far– 
infrared (FIR) response. For all materials investigated we observe a 
minimum in ε"(ν) in the GHz-ΊΉz range with a significantly sublinear 
high-frequency wing. This behavior cannot be explained by a simple 
transition from the α-relaxation peak to the FIR bands but has to be 
attributed to additional fast processes. We compare our results to the 
predictions of the mode coupling theory of the glass transition. 

Stimulated by recent theoretical approaches, the fast dynamics in glass-forming liquids 
came into the focus of interest. Various scenarios have been proposed to describe or 
predict the dynamic susceptibility at high frequencies in the GHz-THz region [1-5]. 
Maybe the most controversially discussed approach is the mode coupling theory 
(MCT) of the glass transition [/] which makes distinct predictions for the high-
frequency region. The relevant frequency range up to now has been investigated mainly 
by neutron and light scattering experiments (see, e.g., [6-11]). Only recently, we were 
able to extend the frequency range of dielectric experiments on glass-forming liquids up 
to 370 GHz [12J3] using backward wave oscillators (BWO) as coherent sources of 
electromagnetic radiation [14]. These experiments, which have been performed on 
glycerol [12], [Ca(N03)2]o.4[KN03]o.6 (CKN) [13], and [Ca(N03)i]o.4P«5N03]o.6 (CRN) 
[13], for the first time revealed the existence of a relatively broad minimum in the 
1Permanent address: Institute of General Physics, Russian Academy of Sciences, Moscow, Russia 
2Current address: Institut für Physikalische Chemie, Johannes Gutenberg Universität of Mainz, 
Mainz, Germany 
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13. LUNKENHEIMER ET AL. High-Frequency Dielectric Spectroscopy 169 

frequency dependence of the dielectric loss, e"(v), at frequencies above GHz. Its 
functional form and temperature dependence cannot be explained by a simple crossover 
from the structural (a-)relaxation to the FIR response but is indicative of additional fast 
processes prevailing in these glass-forming liquids. In the present paper we will give a 
review of our dielectric results obtained up to now including data on glycerol in an 
extended frequency range up to 950 GHz and first results on propylene carbonate (PC) 
and Salol. Our findings are compared to die predictions of the mode coupling theory 
(MCT) of the glass transition [/]. 

Experimental Details 

Broadband dielectric measurements involve the use of various techniques. At 
frequencies 10 ^Hz < v < 1 kHz measurements were performed in the time domain 
using a spectrometer which is based on a design described by Mopsik [15]. The 
autobalance bridge HP4284 was used at 20 Hz < v < 1 MHz. For the radio-frequency 
and microwave range (1 MHz < v < 10 GHz) a reflectometric technique was employed 
[16] using the HP4191 impedance analyzer and the HP8510 network analyzer. In 
addition, at frequencies 100 MHz £ v £ 40 GHz data were taken in transmission with 
the HP8510 network analyzer using waveguides and coaxial lines filled with the sample 
material. Various ovens, closed-cycle refrigerators, and He-cryostats have been utilized 
to cover the different temperature ranges. 

In die most relevant frequency range around some 100 GHz, quasi-optical 
measurements were performed by utilizing the submillimeter spectrometer "Epsilon" 
[14]. The Mach-Zehnder setup of the interferometer allows the determination of both 
components, the transmission coefficient and the change in phase upon passing of the 
electromagnetic wave through the sample. Five different backward wave oscillators 
were employed to cover the frequency range from 60 GHz up to 950 GHz; the signal 
was detected by a Golay cell and amplified using lock-in technique. The liquids were 
put in specially designed cells made of polished stainless steel with thin plane-parallel 
glass windows with a typical diameter of 15 mm; depending on the range of frequency 
and temperature the thickness of the sample cell was varied between 1 mm and 30 mm. 
The cell was placed at the end of a cold finger of a continuous flow He4-cryostat 
allowing to perform the experiments down to 10 K. High temperature measurements 
were carried out in a custom-made oven up to 500 K. The data were analyzed by using 
optical formulas for multilayer interference [17] with the known thickness and optical 
parameters of the windows in order to get the real and imaginary part of the dielectric 
susceptibility of the sample as a function of frequency at various temperatures. 

In general it is more difficult to obtain reliable absolute values of the real part of 
the dielectric susceptibility due to stray capacitances at low frequencies and due to 
phase measurement errors in the submillimeter range. Therefore the data presented in 
this article are restricted to the dielectric loss. 

To cover the complete frequency range, a single e"(v) curve at a given 
temperature combines results from different experimental setups. For the measurements 
at v < 40 GHz there are some uncertainties of the absolute values originating from an 
ill-defined geometry of the samples or parasitic elements. Therefore it often was 
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170 SUPERCOOLED LIQUIDS 

necessary to shift the log e" values of the measurements at the lower frequencies (v < 
40 GHz) with respect to the high-frequency results (v > 60 GHz) in order to construct 
a smooth eH(v) curve. It is important to note, that s"(v,T) from each experimental 
setup is shifted by one gauge factor only, which depends neither on frequency nor on 
temperature. In addition, the results at v < 1 MHz, obtained with the autobalance 
bridge and the results at v > 60 GHz, obtained with the quasi-optical spectrometer, 
provide very precise absolute values of e" and were used to scale the data in the other 
frequency ranges, if necessary. 

Results and Discussion 

Glycerol. Glycerol (T g « 190 K) is a relatively strong [18] hydrogen-bonded glass 
former with a fragility parameter [19] of m » 53. From neutron and light scattering 
experiments [9-11] the imaginary part of the dynamic susceptibility, %", has been 
determined. At frequencies of some 100 GHz %"(v) exhibits a minimum. These results 
have been compared to the predictions of the MCT and deviations from the simplest 
scaling laws of MCT have been found. This finding was attributed to additional 
vibrational excitations contributing at the high-frequency wing of the minimum and 
leading to a relatively steep increase of x"(v) towards the microscopic excitation bands 
[9-11]. These vibrational contributions which give rise to a peak, commonly called 
Boson-peak, seem to be most pronounced in strong glass formers as glycerol [20]. In a 
recent work [21] it has been shown that using a more sophisticated evaluation within 
MCT it is possible to describe the scattering data on glycerol, including the Boson 
peak. In earlier dielectric experiments the relaxation dynamics in glycerol has been 
studied over almost 16 decades in frequency, up to 40 GHz [5, 22-24]. A minimum 
could not be detected and clear deviations to the light and neutron scattering results 
were obtained. However, it has been pointed out very early by Wong and Angell [5] 
that a minimum dielectric loss must exist in the crossover region between structural 
relaxation and the FIR resonances. They predicted that at low temperatures a plateau 
should develop due to a constant (i.e. frequency independent) loss. 

Figure 1 shows the dielectric loss, e"(v), for frequencies up to 950 GHz. At the 
highest frequencies investigated a minimum shows up. At lower frequencies, the data 
reveal a well developed a-peak which, close to the maximum, can be described by the 
Fourier transform of the Kohlrausch-Williams-Watts (KWW) function, O 0 exp[-(t/x)p], 
with the stretching exponent 0 and the relaxation time x (dashed lines) [12,24]. The 
exponent P increases with temperature varying between 0.65 at 180 K and 0.85 at 330 
K. The relaxation time x increases significandy stronger than thermally activated and 
can be parameterized according to a Vogel-Fulcher (VF) law with a VF temperature 
close to 130 K [3,24]. At temperatures, T > 260 K, the high-frequency wing of the loss 
peak reveals only one power-law which smoothly connects to the low-frequency side of 
the minimum (Figure 1). At temperatures below 260 K, an additional power law 
develops at high frequencies with exponents clearly smaller than (3 which significantly 
differs from the KWW fit [24]. At these temperatures, the a-response can be described 
perfectly well using Nagel's universal scaling ansatz [3]. 

In the inset of Figure 1 the dielectric results for 295 K are compared with neutron 
and light scattering data [10,11]. As the scattering results give no information about the 
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absolute value of %" the datasets have been scaled. Independent of the scaling 
procedure the x"(v) from the scattering experiments increases significantly stronger 
towards high frequencies if compared to the dielectric results. It seems that there are 
additional contributions, most probably of vibrational origin which couple only weakly 
to the dipolar reorientations determining the dielectric response. This additional density 
of states, whose contribution to x"(v) is usually termed Boson peak, seems to 
significantly contribute to density correlations especially in strong liquids, as has been 
worked out in detail by Sokolov et al [20]. The inset of Figure 1 suggests that these 
contributions are most pronounced in the neutron scattering results and to a lesser 
extent in the light scattering results. While in neutron scattering experiments a good 
coupling to the density fluctuations is achieved, it recently has been found that light 
scattering experiments are much more influenced by the coupling to orientational 
fluctuations [25]. 

In Figure 2 we analyze the minimum region in terms of a simple crossover from the 
structural relaxation to the FIR response. Figure 2a shows the dielectric loss vs. 
frequency at 273 K, replotted from Figure 1. The high frequency wing of the a-
response follows a power law with an exponent of -0.63. The increase of e"(v) towards 
the FIR bands is assumed to follow a power law with an exponent of 1, a behavior 
which is common to a variety of glasses [26]. In the region of the minimum, the two 
contributions are assumed to be superimposed. Depending on the strength and the 
resonance frequency of the FIR peak, two possible scenarios are obtained (Figure 2a). 
In scenario 1 (dashed line) the minimum susceptibility is fixed at the experimentally 
observed value. However, the frequency of the minimum cannot be described correctly. 
In scenario 2 (dash-dotted line) the minimum frequency is fixed at the experimentally 
observed value. But now the minimum is too deep and additional processes have to be 
considered in order to describe the experimental curve. If one introduces an additional 
constant loss contribution [5], it is possible to obtain good fits to the data. However, to 
take account of the whole data set (Figure 1), a temperature dependent constant loss is 
necessary, as demonstrated in Figure 2b. The temperature dependence of the constant 
loss is shown in the inset. Up to now there is no theoretical foundation for such a 
behavior. But from these considerations it becomes obvious that an additional process 
at high frequencies has to be taken into account. Fast processes are considered by the 
coupling model (CM) [2] and the MCT [1]. 

Following the predictions of the C M , for large P values the fast process becomes 
less prominent and a minimum cannot be expected as a consequence of the fast process 
alone. In order to describe the minimum observed in the neutron and light scattering 
experiments on glycerol [10,11] and also in the results of a molecular dynamics 
simulation of orf/jo-terphenyl [27] within the framework of the C M , Roland et al. 
[27,28] took into account additional vibrational contributions. But then again the 
problem of the temperature dependent constant loss is encountered. 

In the following we compare our data to the MCT predictions. Both the minimum 
and the transition region to the a-process can be described by the MCT using the 
interpolation [/]: 

s"(v) = enun [a(v/vm i ny b + Kv/v^n/Ca+b) (1) 
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T 1 1 1 1 r 

106 1 07 1 08 1 09 1 010 1 011 1012 

v (Hz) 

Figure 1. Frequency dependence of the dielectric loss of glycerol for four 
temperatures. The dashed lines are fits using the KWW function. The solid lines 
have been calculated with the MCT expression, Eq. (1), with a = 0.325 and b = 
0.63 which corresponds to an exponent parameter X = 0.705. In the inset the 
dielectric data for 295 K are compared to the susceptibility from light (Is, 293 K) 
[JO] and neutron scattering (ns, 293 K) experiments [JJ]. The scattering data sets 
have been vertically shifted to give a comparable intensity of the a-process 

Glycerol -

T(K) \ c / ^ v (1) 
- ° 323 V > / ( 2 ) -

Q 295 * V y / 

* 273 
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v \ 
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* \ \ C ^ + C v+C3 / 
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Figure 2. (a) Frequency dependence of the dielectric loss in glycerol for 273 K. 
The solid line is a fit using the Cole-Davidson ansatz with PCD = 0.63 [12]. The 
dashed and dash-dotted lines have been calculated using the expression indicated in 
the figure with b = 0.63. (b) e"(v) for various temperatures. The solid lines are fits 
by the expression indicated in the figure with b = 0.63 and c 2 = 4.4 x 10'13 for all 
temperatures except for 253 K where b = 0.56. The resulting temperature 
dependence of C3 is shown in the inset. 
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The exponents a and b describe the high and low frequency wing of the minimum, 
respectively, which are identical for all temperatures and constrained by the exponent 
factor X = r2(l-a)/T(l-2a) = r2(l+b)/T(l+2b) where T denotes the Gamma function. 
This restricts the exponent a to values below 0.4, i.e. a significandy subhnear increase 
of 8H(v) at frequencies above the minimum is predicted. Emm and are the height and 
the position of the minimum, respectively. We want to emphasize that Eq. (1) is only an 
approximation of e"(v) near the minimum and valid only above the critical temperature 
T c. In addition, it does not take account of the Boson peak contributions. However, it 
is useful for a first comparison of model predictions and experimental results. The solid 
lines in Figure 1 are obtained by Eq. (1) with X = 0.705 ( a = 0.325, b = 0.63) [12]. 
While the data are well described up to the minimum frequency, at the highest 
frequencies investigated we find clear discrepancies between data and fit. This may well 
be due to the remainders of the excess vibrational contributions observed in the 
neutron- and light-scattering experiments and an analysis including the Boson peak 
contribution [27] is necessary to describe the data up to the highest frequencies. 
However, from Figure 1 it seems reasonable that position and height of the minimum 
determined from the fits is only weakly influenced by these contributions. An analysis 
of the critical behavior near T c neglecting the Boson peak is performed in [72]. We 
want to emphasize that the deviations at high frequencies were interpreted as 
indications for systematic deviations from MCT predictions by Sokolov et al. [20]. 
This behavior has been documented for many glass forming systems [20] and was 
ascribed to a coupling of vibrational and fast relaxational excitations [29]. 

C K N and C R N . In dipolar systems as glycerol, the dielectric susceptibility couples 
mainly to the reorientational motions of the molecules and its coupling to the density 
fluctuations, considered by most theoretical approaches, is not well understood. 
Therefore it seemed interesting to extend these high-frequency dielectric experiments to 
molten salts which are characterized by mobile ions. Here a good coupling of the ionic 
motion, tested by dielectric spectroscopy, and the density fluctuations can intuitively be 
expected. In addition, the investigation of more fragile glass formers is highly desirable 
as it can be assumed that in these glass formers the additional vibrational excitations 
giving rise to the so-called Boson peak are less pronounced [20]. 

We have investigated the high-frequency dielectric response of the ionic 
conductors C K N (T g = 333 K, m = 94) and CRN (T g = 333 K , m * 80). Binary 
mixtures of potassium nitrate and calcium nitrate are well studied ion-conducting glass 
formers (see, e.g., [30,31]). The ionic mixture [Ca(N03)2]o.4[KN03]o.6 was one of the 
first glass formers on which the high-frequency behavior has been examined using 
neutron [7] and light scattering techniques [8]. In addition, we investigated another 
nitrate mixture, that also can easily be vitrified: [Ca(N03)2]o.4[RbN03]o.6. In a recent 
study up to 300 M H z [52] in this compound dielectric properties similar to that of 
C K N have been found. Results from our group on e"(v) of C K N up to 40 GHz have 
already been published elsewhere [33]. Very recentiy we were able to extend these 
measurements up to a frequency of 380 GHz [73]. 

Figure 3 shows eM for C K N as a function of frequency v in a double-logarithmic 
plot. eM(v) reveals a minimum similar to that observed with neutron [7] and light 
scattering techniques [8]. Indeed, when scaled appropriately, x" obtained from the 
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iog10[v(Hz)] 

Figure 3. Frequency dependence of the dielectric loss of C K N for various 
temperatures. The solid lines are fits using e" = civ"b + c 2v + C3. The inset shows 
the resulting temperature dependence of the constant loss c3. 

log10[v(Hz)] 

Figure 4. Same data as in Figure 4 but with fits (solid lines) using the MCT 
expression, Eq. (1), with X = 0.76 (a = 0.3, b = 0.54). The dotted line indicates a 
linear behavior. 
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scattering experiments agrees well with our results for e"(v). Our data also agree 
reasonably well with the most recent data by the group of Funke [31] which, however, 
are too incomplete to enable an unambiguous evaluation of the susceptibility minimum. 
The e"(v)-minimum (Figure 3) is relatively broad and, most important, exhibits a high-
frequency wing which increases significantly sublinear. In CRN the data resemble the 
results obtained for C K N with a relatively broad minimum, and a power law exponent 
at its high-frequency wing which clearly is smaller than unity [13], In Figure 3, at 342 
K, e"(v) seems to become constant for v < 1 GHz. This may be due to the appearance 
of a constant loss region as predicted by Wong and Angell [5] but at these low values 
of e" the uncertainty of the data is rather high. The lines in Figure 3 are fits using the 
same formula as in Figure 2(b) for glycerol, i.e. e" = Civ"b + c 2v + C3. For temperatures 
T > 379 K, data and fit agree reasonably well. For lower temperatures the clearly 
sublinear increase of e"(v) at the highest frequencies cannot be described by the fits. 
Similar to glycerol, the constant loss obtained from the fits is temperature dependent as 
indicated in the inset of Figure 3. 

Figure 4 shows the same data as Figure 3 together with fits using the MCT 
interpolation formula, Eq. (1) (solid lines). We obtain a consistent description of the 
e"(v)-minima using X = 0.76 (corresponding to a=0.3, b=0.54) for T > 379 K. For 
CRN we found X = 0.91 (a=0.2, b=0.35) [13]. At low frequencies, the model does not 
fit the data well. This may be ascribed to additional conductivity contributions which 
lead to a divergence of e"(v) for decreasing frequencies. At temperatures below 379 K 
the high-frequency increase of e"(v) becomes steeper than v*. The parameters for C K N 
agree reasonably well with those obtained by L i et al. [8] (a=0.273, b=0.458, X = 
0.811) from fits of Eq. (1) to their light scattering results. When comparing Figs. 3 and 
4 one has to state that at T > 379 K both approaches are able to describe the minimum 
region with comparable quality. However, Eq. (1) results from microscopic theoretical 
considerations while up to now there is no theoretical foundation of the constant loss 
phenomenon. At lower temperatures both approaches are not able to take account of 
the high frequency increase of e"(v). However, for temperatures below or near the 
critical temperature T c (see below) the idealized M C T which leads to Eq. (1) cannot be 
expected to give a correct description of the data [/]. Here hopping processes are 
assumed to be important and the extended MCT should be used [/]. 

The critical temperature T c should manifest itself in the temperature dependence 
of the 8u(v)-minimum [/]. MCT predicts for T > T c: e'"™ ~ (T-T c ) 1 / 2 and ~ (T-
T c ) l / ( 2 a ) . The MCT also predicts a critical temperature dependence of the time scale of 
the a-process: ~ (T-T c) r with an exponent y which is determined by the slopes of 
the susceptibility minimum: y = l/(2a) + l/(2b). Since the dielectric loss maxima are 
obscured by the dc-conduction process, we take from the fits to the imaginary part 
of the dielectric modulus, M " = Im(l/e), published elsewhere [33]. We are aware of the 
ongoing controversy about the use of the electrical modulus formalism but we think 
that at least in C K N this procedure is justified by the fact that the relaxation times 
evaluated from M"(v) at high temperatures closely follow those obtained from 
mechanical experiments [33]. Figure 5 shows the results for snnm, Vmm, and Vmax for 
C K N (closed symbols) and CRN [13] (open symbols). Here representations have been 
chosen that lead to straight lines that extrapolate to T c if the above critical temperature 
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350 400 450 500 

T(K) 

Figure 5. Temperature dependence of the height and position of the dielectric loss 
minimum and of the a-peak position of C K N (closed symbols) and CRN (open 
symbols). Representations have been chosen that should result in straight lines 
according to the predictions of the MCT. For C K N the solid lines extrapolate to a 
T c of 375 K for all three quantities. For CRN T c varies between 360 and 375 K. 

iog1 0[v(Hz)] 

Figure 6. Frequency dependence of the dielectric loss of PC for various 
temperatures. The solid lines are fits using Eq. (1) with X = 0.78 (a = 0.29 and b = 
0.5). The dotted line indicates a linear behavior. The inset shows height and 
position of the loss minimum and the a-peak position of PC. Representations have 
been chosen that should result in straight lines according to the predictions of the 
MCT. The solid lines extrapolate to a T c of 187 K for all three quantities. 
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dependencies are obeyed. Indeed for C K N all three data sets can consistentiy be 
described with a critical temperature T c = 375 K as indicated by the solid lines. This 
compares well to the T c = 378 K obtained by L i et al. from light scattering experiments 
[8]. For temperatures near T c the data deviate from the predicted behavior, possibly 
due to hopping processes which are considered in extended versions of M C T [/] only. 
For CRN the three quantities lead to values for T c around 365 K which, however, differ 
by approximately 15 K (dashed lines in Figure 5). In this context it is interesting that 
for X close to unity the simple scaling relations mentioned above are expected to fail 
[34]. 

Propylene Carbonate. In this section we want to show first results on PC. Similar to 
glycerol, PC (T g « 160 K) is a dipolar system. However, in contrast to the relatively 
strong, hydrogen-bonded glycerol, PC can be characterized as a fragile (m = 104) van 
der Waals liquid. Figure 6 shows the dielectric loss of PC for frequencies above 100 
MHz. Data from 10*5 Hz up to 1 GHz have already been published in [35]. At low 
frequencies a well developed a-peak is observed which agrees with the results from 
other groups [36]. At high frequencies a minimum shows up. The solid lines are fits 
using the MCT interpolation formula, Eq. (1) with X = 0.78 (a=0.29 and b=0.5). A 
good agreement of data and fits is found. The obtained X is identical to that determined 
from light scattering results [37] and also consistent with a recent analysis of solvation 
dynamics experiments [38]. 

The M C T predicts a significant change in the behavior of eM(v) at T c: For T < 
T c the dielectric loss should exhibit a so-called "knee1* at a frequency Vk, i.e. a change of 
power law from e" - v* at v > Vk to eH ~ v at v < Vk. As seen in Figure 6, at 
temperatures T £ 193 K the slope of sH(v) increases sigmficandy aid approaches a 
linear behavior (dotted line). This behavior could be indicative of thp "knee" with Vk 
located above the investigated frequency range. However, these data show significant 
error bars; thus experiments up to higher frequencies and with higher sensitivity are in 
progress to check for the appearance of the "knee11 at low temperatures. 

In the inset of Figure 6 the critical behavior is examined. Smia, Vnm, and v,n» are 
plotted in a way that according to M C T should result in straight lines extrapolating to 
T c. The three quantities follow this prediction and a T c of 187 K is obtained. This lies in 
the same range as the T c obtained from light scattering (179 K) [57], neutron scattering 
(180-200K) [39] and solvation dynamics experiments (176 K) [38]. 

Salol. Salol (phenyl-salicylate, T g » 218 K) can be characterized as a van der Waals 
liquid with an intermediate fragility of m « 63. Up to now we have performed 
measurements using one BWO and near room temperature only. However, even this 
limited data set is sufficient to give clear evidence of a minimum in eH(v) if plotted 
together with the dielectric data of Hofmann et al. [25], obtained at frequencies below 
10 GHz (Figure 7). Again the eM(v) obtained by our high-frequency measurements 
increases weaker than linear (dotted line). 
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o 

0 5 

0 0 

-0 5 K 

-1.0 

- 1 5 

293K 313K Salol 

' £ Hofmann et al. u BWO / 

/s=l 

8 9 10 11 

log 1 0[v(Hz)] 
12 

Figure 7. Frequency dependence of the dielectric loss of Salol for two 
temperatures. The data below 10 GHz have been taken from Hofmann et al [23]. 
The dotted line indicates a linear behavior. 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

01
3

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



13. LUNKENHEIMER ET AL. High-Frequency Dielectric Spectroscopy 179 

Conclusions 

In conclusion, we have presented high-frequency dielectric loss spectra of five materials 
which belong to very different classes of glass formers. The e"-spectra of all materials 
investigated reveal a susceptibility minimum at high frequencies indicating a quite 
general behavior. In all cases the observed minimum is relatively broad and cannot be 
ascribed to a pure crossover from the a-relaxational process to the far-infrared 
response. However, introducing an additional temperature dependent constant loss, the 
data in glycerol and to a lesser extend also in C K N can be described rather well. A 
microscopic explanation of such a constant loss contribution is still missing. For C K N , 
CRN, glycerol, and PC the frequency and temperature dependencies of the measured 
dielectric response have been compared to the predictions of the simplest version of 
MCT. For CKN, CRN, and PC the data are in rather good accord with the model 
predictions. For the relatively strong, hydrogen bonded glass former glycerol the 
increase of e"(v) above the minimum is steeper than expected from the simple model. A 
possible explanation for this discrepancy is the appearance of additional vibrational 
excitations which contribute mainly to the neutron and light scattering results and give 
rise to the Boson peak. Remainders of these contributions seem to be found in our 
dielectric results and a more sophisticated evaluation [27] is necessary to test the 
agreement with the theory. Apart from any theoretical interpretation our dielectric data 
show unambiguously that there are non-trivial additional processes contributing to the 
susceptibility of glass forming liquids at high frequencies. 
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Chapter 14 

Structural Relaxation of Supercooled Liquids 
from Impulsive Stimulated Light Scattering 

Yongwu Yang and Keith A . Nelson1 

Department of Chemistry, Massachusetts Institute of Technology, 
Cambridge, MA 02139 

A time-domain light scattering technique was applied to the study of 
structural relaxation strength and dynamics in the fragile supercooled 
liquids salol and 60/40 calcium/potassium nitrate. Acoustic, thermal 
diffusion, and relaxation modes were observed. In both glass formers, 
the relaxation mode dynamics on ns-ms time scales could be described 
well by the stretched exponential function and the temperature 
dependence of the relaxation mode strength or nonergodicity parameter 
showed a square-root cusp-like feature at a characteristic crossover 
temperature, consistent with mode-coupling theory predictions. The 
acoustic velocity and damping rate of salol were measured in the MHz– 
GHz range, from which the acoustic modulus spectra were constructed 
and compared to the susceptibility spectra obtained from dynamic light 
scattering. 

When a liquid is slowly cooled below its melting temperature T m , it usually undergoes 
a first-order phase transition into an ordered crystalline phase. However, upon 
sufficiently fast cooling through T m , many liquids can remain in supercooled 
amorphous states indefinitely and can form amorphous solid states, or glasses, at or 
below the glass transition temperature Tg. Although the static structure of the system 
appears to change little upon cooling from the high-temperature liquid to the low-
temperature glass, the dynamics of structural evolution undergo dramatic change. The 
simplest evidence is provided by the viscosity % which increases by more than thirteen 
orders of magnitude upon cooling from T m (at which typically t\ « 0.1 Poise) to Tg 
(often defined as the temperature at which r\ « 10 1 3 Poise). The corresponding time 
scales for structural relaxation are roughly 10 picoseconds (10 - 1 1 sec) at T m and 10 3 

seconds at T g . Structural evolution of a liquid continuum can be described in terms of 
volume (or density) and shear responses, expressed as complex bulk and shear moduli, 
or alternatively in terms of longitudinal (compressional) and shear responses expressed 
as complex elastic constants. Structural relaxation effects on longitudinal acoustic 
waves can be observed on various time (i.e. acoustic frequency) scales through 
inelastic neutron and light scattering, and ultrasonics. Quasi-elastic neutron and light 
scattering measurements, conducted in the frequency and time domains, are dominated 

'Corresponding author. 
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by structural relaxation contributions in many cases and therefore also can provide quite 
direct information about structural relaxation dynamics. There are a number of indirect, 
macroscopic probes of structural relaxation, including measurements of dielectric 
relaxation (important in its own right and measurable over a frequency range as wide as 
1 0 - M O 1 0 Hz in the most favorable cases), enthalpy relaxation (measured as a 
dynamical "specific heat spectroscopy", in which the temperature response to ac heating 
is determined), and thermal and mass transport. In addition, a host of microscopic 
responses coupled to structural relaxation including molecular orientation, nuclear spin 
relaxation, fluorescence depolarization, and many others have been measured and the 
results used to infer structural relaxation dynamics. The quantitative relations between 
structural relaxation dynamics and other macroscopic and microscopic responses are 
generally not rigorously established, however, and in many cases there are clear 
differences among the different dynamical responses, so inferences based on indirect 
measurements require considerable care. A wide range of measurement methods used 
to extract structural relaxation dynamics from glass-forming liquids has been reviewed 
recendy (1). 

The study of structural relaxation in supercooled liquids has intensified in recent 
years, largely as a result of advances in both experimental and theoretical approaches to 
the problem. Experimental methods newly developed or tailored for the study of glass-
forming materials have permitted study of macroscopic and microscopic response 
functions, heterogeneity, and other properties over previously inaccessible time and 
distance scales, providing increasingly detailed information to test and guide theoretical 
models (1). On the theoretical side, the recendy developed mode coupling theory 
(MCT) of supercooled liquids (2-3) has offered key conceptual features, most notably a 
hidden singularity at a "crossover" temperature T c predicted to lie between T m and Tg, 
and several experimentally testable predictions concerning these features, thereby 
stimulating many of the recent measurements. Improved models of the liquid-glass 
transition and progress in the difficult effort of numerical calculations relevant to glass-
forming liquids have also had significant impact (1). 

In this paper recent measurements on glass-forming liquids using a time-domain 
light scattering technique called impulsive stimulated scattering (ISS) are discussed. As 
discussed below, ISS offers a dynamic range of more than six decades, covering 

in ^ 
roughly 1 0 - 1 0 sec time scales, and therefore permits characterization of structural 
relaxation dynamics in supercooled liquids throughout much of the temperature range 
between T m and T g (4). Acoustic, structural relaxation, and thermal diffusion modes 
all contribute to ISS data. In many cases the contributions are well separated 
temporally and the first two contributions can be used to deduce structural relaxation 
dynamics. In addition, the total relaxation strength, expressed as the Debye-Waller 
factor or, in terms of mode-coupling theory, the nonergodicity parameter, can be 
determined directly from ISS data. Both the structural relaxation dynamics and 
strength, measured as functions of temperature, can be compared to key M C T 
predictions. In this paper, we report ISS studies on two model fragile glass formers, 
the organic molecular liquid salol and the ionic salt mixture calcium/potassium nitrate 
(CKN) in a 60:40 mole ratio Ca(N03)2:K(N03). Experimental results on the structural 
relaxation modes reported earlier (5-8) are reviewed and new results on the acoustic 
modes are presented. A l l the results are compared to MCT predictions. 

Background 

Mode Coupling Theory, Mode coupling theory of the liquid-glass transition 
deals with a closed set of generalized oscillator equations of motion for the normalized 
density autocorrelation functions $q(t) = <p(q,t)p(q,0)> (the wavevector q wil l be 
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treated as a scalar for isotropic fluids), in which the relaxation kernel is expressed in 
terms of the nonlinear interactions between the density fluctuations. It provides detailed 
quantitative predictions for complex structural relaxation. [For more information on 
M C T and its experimental tests, see a comprehensive review article (9) and a theme 
issue in Transport Theory and Statistical Physics (10).] 

In its idealized version with thermally assisted hopping processes ignored, M C T 
describes a transition at a critical temperature T c from a weak-coupling ergodic or 
liquid-like state to a strong-coupling nonergodic or ideal glass state. For T > T c , 
fluctuations away from the equihbrium density relax back to equuibrium via a two-step 
process: a fast (picosecond) partial relaxation of c^t), labeled the "P" relaxation, down 
to a plateau value, followed by a low-frequency, highly nonexponential "a" relaxation 
of §q{l) all the way down to zero, i.e. back to the equuibrium density. See Figure 1. 
While the p relaxation dynamics show a weak temperature dependence, the a relaxation 
exhibits dramatic, critical slowing down with decreasing temperature. At Tc, a 
relaxation never occurs, resulting in structural arrest: fluctuations of the density never 
fully relax back to the equilibrium state, and so the system no longer has access to all of 
phase space, i.e. no longer displays ergodic behavior. The density-density correlation 
function <|>̂ (t) does not relax to zero, but (through the p relaxation process which 

persists below T c ) only to the asymptotic "plateau" value, / q

c , whose magnitude 
measures how far from equilibrium the system remains. The long-time limiting value 
/q is die nonergodicity parameter, or Debye-Waller factor, at the crossover temperature 
T c . At still lower temperatures the system is increasingly far from equiMbrium, i.e. for 
T < T c , <|̂ (t —> oo) =fy increases with decreasing T. 

In the extended M C T with thermally assisted hopping processes included, both a 
relaxation and ergodicity are restored at and below T c . Thus, the ergodic-to-
nonergodic transition is smeared out by thermally assisted hopping. However, an 
"effective" nonergodicity parameter can be defined, corresponding to the value of ^(t) 
not at t—>°°, but at the end of the P relaxation, at the "plateau" level which in the 
extended model for temperatures below T c does not persist for all times but, like at 
temperatures above T c , only until the beginning of the a relaxation. The effective 
nonergodicity parameter is predicted to show a square-root cusp, i.e. 

/ C D - I * * 0 * " { T > U <» 

l / , ° + M < ' > " 2 + < * » ( r < T o ) . 

with dimensionless parameter 0=(Tc-T)/Tc and amplitude h<|. (See Refs. 9 and 11 for 
detailed discussion of this result.) Here the temperature T c indicates a change in the 
nature of the a relaxation. The a relaxation dynamics are controlled primarily by 
anharmonic processes above T c and by activated hopping processes below T c . Since 
the a relaxation appears in neutron scattering as a quasi-elastic peak, the integrated area 
of the a peak is a measure of the total amount of relaxation necessary to reach 
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1 102 104 106 108 10-8 1 0-6 IQ-4 1 0-2 i 

t (units of Qrl) o) (units of Q) 

Figure 1.. Density auto-correlation function $(t) and its corresponding 
susceptibility spectrum %n(m) for the idealized and extended mode-coupling 
theory. O is a microscopic frequency corresponding to near-neighbor vibrations. 
The figure shows fast and slow decay features in $(t) and x"(G>), with the slower 
feature reaching progressively longer time scales (or lower frequency scales) as T 
is reduced. The curves labeled X' represent temperatures at or below T c . In the 
idealized model, nonergodic behavior is seen at these T values, indicated by the 
disappearance of the slow relaxation feature and the decay of <|>(t) to a nonzero 
level. In the extended model, the slower relaxation feature is restored. Adapted 
from Ref. (9). 
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equilibrium following the p relaxation, i.e. a measure of the total a relaxation strength 
or the effective nonergodicity parameter. 

Concerning a and P relaxation dynamics, MCT shows that they both exhibit non-
Debye behavior. On long time scales, there is no exact analytical solution to the MCT 
equations, but a relaxation can be described reasonably well by the stretched 

exponential or Kohlrausch-Williams-Watts (KWW) function e*r**, where T R =l / t R 

is the characteristic structural relaxation rate ( T r is the corresponding structural 
relaxation time) and pis the stretching exponent, with low values of p (whose range is 
given by 0 < p £ 1) describing highly nonexponential relaxation dynamics. On 
intermediate time scales surrounding the plateau region, both a and P relaxations show 
power-law time-dependent decays. The imaginary part of the susceptibility spectrum 
for the density, i.e. of the compressibility spectrum, %"(©) ~ (̂ "(co), where <|>(<0) is the 
complex Fourier transform of <)>(t), exhibits low-frequency a and higher-frequency P 
relaxation features corresponding to the two processes as shown in Fig. 1. The 
minimum between them occurs at some frequency co^, above which the P relaxation 
wing follows the power law %"(co) - (co/tOmin)3, and below which the a relaxation 
wing follows the von Schweidler law %M(co) ~ (<o/©miii)rb- In this regime, the 
relaxation dynamics show universal behavior for all those quantities which have a 
nonzero projection onto density fluctuations or products of density fluctuations (9). 

Impulsive stimulated light scattering. In the ISS experiments described 
here, two parallel-polarized, picosecond excitation pulses are overlapped spatially and 
temporally to form an optical interference or "grating" pattern inside the sample. The 
grating spacing A and wavevector q are given by A=2n/^=XE/2sin(9E/2), where X E 

and 8 E are the wavelength of and angle between the excitation pulses respectively. 
There are two excitation mechanisms of present interest. In impulsive stimulated 
Brillouin scattering (ISBS), the spatially varying electric field exerts a sudden 
("impulsive") electrostrictive stress at the grating wavevector, launching two 
counterpropagating acoustic waves with wavevectors ±q. The time-dependent strain 
response to the applied stress is described by the density-density response function, 
Gpp(q,t>0) oc e~r*fsin[Gi>A(q)t] where <»A(q) * s & e acoustic frequency and TA(q) the 
acoustic damping rate. The response is monitored through time-dependent diffraction 
of probe light which is incident on the grating pattern at the phase-matching or "Bragg" 
angle. The diffracted signal, I(q,t) <* IGpp(q,t)l2, shows time-dependent oscillations and 
decay from which the acoustic frequency u)A(q), velocity v(q) = uWq, and damping 
rate TA(q) can be determined and the complex elastic modulus M(s) = M'(s)+iM"(s) = 
-p0(s/q)2, where s = ©A - *T A , can be calculated. 

The relaxational part of the acoustic modulus spectrum, MR, is related to the 
acoustic frequency and damping rate through the relations (12-14) 
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Po 

PO 

(2) 

Here PQ is the equuibrium density, c 0 is the acoustic velocity in the low-frequency limit 
and r R is the acoustic damping rate due to the structural relaxation contribution, 
determined by subtracting a "baseline" contribution from the damping rate measured. 
Note that, consistent with treatments of polarized light scattering from simple and 
viscous liquids, we write the ISBS response as Gpp when in fact it is one-dimensional 
longitudinal strain, not isotropic density modulation which includes a shear as well as 
longitudinal contribution, which is observed. For the samples under discussion, the 
shear modulus is negligibly small compared to the longitudinal modulus even at the 
lowest temperatures and highest acoustic frequencies examined. 

For absorbing materials, there is an additional excitation mechanism, referred to as 
impulsive stimulated thermal scattering (ISTS). In ISTS, optical absorption at the 
interference maxima (the grating "peaks") and subsequent rapid thermalization lead to 
sudden, spatially periodic heating which images the interference pattern. Thermal 
expansion at the peaks launches counterpropagating acoustic waves with wavevectors 
±q, as in the response to the ISBS excitation mechanism. ISTS also gives rise to 
steady-state, nonoscillatory thermal expansion at the heated peaks and compression at 
the unheated nulls which persists until thermal diffusion from peaks to nulls returns the 
sample to a uniform temperature and density. The time-dependent strain response to 
sudden, spatially periodic heating is given by the density-temperature (strictly speaking, 
density-entropy) correlation function GpT(#,t), and diffracted signal intensity can often 
be described in the nanosecond-milllisecond temporal range by the functional form (12, 

In this expression the first ("A") term, in which TH(q) is the thermal diffusion rate, 
describes the complete density response for simple liquids, including transient acoustic 
oscillations and steady-state thermal expansion which decays due to heat transport. The 
second ("B") term describes an additional component to the density response observed 
in glass-forming liquids at some temperatures between T m and T g . In such fluids the 
density response to sudden heating includes slow components, due to the a structural 
relaxation process, which do not contribute to the transient overshoot of the steady-state 
thermal expansion level and the resultant acoustic oscillations. Instead the slow 
components yield a gradual approach of the density to its steady-state value. This 
nonoscillatory rise is often described well on nanosecond-millisecond time scales by the 
stretched exponential function. On faster time scales it may be possible to observe P 

13) 

(3) 
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relaxation dynamics in the time-dependent thermal expansion response, but such 
observations have not been reported to date. 

In summary, the complete time-dependent density response observed through 
ISTS can be described in terms of acoustic, structural relaxation, and thermal diffusion 
modes. Structural relaxation dynamics can be determined either through their influence 
on the acoustic mode, as in ISBS, or through observation of the structural relaxation 
mode. Concerning the latter, note that strictly speaking, Gpx(#,t) measured in ISTS 
includes not only the density response to stress, i.e. Gpp(#,t), but also the temperature 
response to heating, i.e. the time-dependent specific heat, and the stress response to 
temperature (15). That is, following impulsive heating the temperature needs to rise in 
the heated regions and thermal stress needs to develop before there can be any density 
response. In the discussion that follows these are assumed to have no significant 
effects on the dynamical response observed. This assumption may be justified if the 
temperature and stress responses, which are nonhydrodynamic, are fast compared to 
the density response at the wavevectors and sample temperatures examined. 

In addition to the dynamics of these three modes, the relaxation strength or the 
effective nonergodicity parameter / in the low-q limit can be obtained from the 
amplitude ratio of the relaxation mode and the total steady-state response (12,13), i.e., 

when the acoustic, relaxational, and thermal diffusion modes are well separated from 
each other, i.e. when coA » T R » T H . This equation relates ISTS data to the low-q 
Debye-Waller factor whose temperature-dependence is given by Eq. (1) in M C T . The 
result is understandable in simple physical terms. In ISTS, sudden heating causes local 
density relaxation events which collectively give rise to macroscopic thermal expansion. 
The relaxation that can occur on short time scales contributes to the transient acoustic 
response (of magnitude <* A) as well as the total steady-state response [of magnitude «* 
(A + B)]. Relaxation that occurs on slow time scales (compared to the acoustic period) 
does not contribute to the magnitude of the acoustic response, but does contribute an 
amount (of magnitude <* B) to the total steady-state thermal expansion. In terms of 
Fig. 1, the rapid relaxation that contributes to the acoustic response is just the (J-
relaxation process through which $(t) decays to a plateau level. The remaining slow 
relaxation is the a relaxation whose strength is being measured. The nonergodicity 
parameter is the extent of slow relaxation, measurable through ISTS data as the 
amplitude B of the slow relaxation component compared to the total amplitude A + B. 

The conditions (0A(q)» T R » T^(q) pose limitations on the temperature range 
over which the relaxation mode and the nonergodicity parameter can be characterized 
with a single wavevector since the characteristic structural relaxation rate T R varies 
sharply with temperature, overlapping the acoustic frequency coA at higher T and the 
thermal diffusion rate T H at lower T. However, the temperature range can be enlarged 
at high and low T through use of large and small wavevectors respectively, since T R is 
^-independent at the low-g range accessible to ISTS while coA <*q and T H <*q in this 
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range. In practice, ISTS excitation angles ranging from less than 0.5° to nearly 90° can 
be used to permit access to a wide wavevector range. 

For even weakly absorbing materials, the signal contribution due to ISBS is 
generally negligible compared to that due to ISTS, especially at small wavevectors since 
the magnitude of the ISBS contribution is proportional to the square of wavevector. At 
large wavevectors or for quite transparent liquids, the ISBS contribution must be 
considered and may become dominant 

Experimental 

Experimental implementation of the ISS technique has been described earlier (6,13,16) 
and is summarized briefly here. The excitation pulses are derived from the output of a 
Q-switched, mode-locked, and cavity-dumped Nd: Y A G laser which yields a 500-pJ, 
1.064-|xm pulse of 100 ps duration at a repetition rate of up to 1 kHz. The pulse is split 
with a 50% beam-splitter into the two excitation pulses that are cylindriciaUy focused 
and crossed inside the sample. The resulting material responses are monitored through 
measurement of time-resolved diffraction of probe light incident at the phase-matching 
("Bragg") angle, using either of two alternate probe systems. 

For the long-time dynamics and for acoustic modes with frequencies less than 500 
MHz, the electro-optically gated output of a single-mode argon laser is used as a quasi-
cw probe beam. Diffracted signal is directed into an amplified fast photodiode and 
temporally resolved with a digitizing oscilloscope. The digitized signal is transferred to 
a computer for storage and subsequent analysis. In this setup, the entire time-resolved 
material response is recorded in a single laser shot, and averaging over a few hundred 
shots produces excellent signal/noise ratios in several seconds. 

To resolve acoustic dynamics with frequencies higher than 500 MHz, a variably 
delayed probe pulse is employed so that the time resolution is only dependent on 
excitation and probe pulse durations, not die detection electronics. At a given delay 
time the diffracted signal intensity provides information about the sample response at 
only that time following excitation. By varying the delay time, the data are collected 
"point by point" on the time axis by variably delaying a picosecond probe pulse. This 
probe pulse is derived from a second mode-locked and Q-switched Nd: Y A G laser. Its 
output consists of a train of 100 ps, 1.064 u,m pulses. The largest pulse is selected 
electro-optically by a Pockets' cell and then frequency-doubled by a p-barium borate 
(BBO) crystal to yield 532-nm probe light. The timing delay between excitation and 
probe pulses is controlled electronically by shifting the phase of a common mode-locker 
radio-frequency source to the probe laser and electronically delaying the timing of the 
Q-switches and the single pulse selector concurrently (16). The diffracted signal is 
directed into a low-bandwidth amplified photodiode. The output of the photodiode is 
sent to a lock-in amplifier whose reference frequency is synchronized with a mechanical 
chopper running at an arbitrary frequency less than the laser repetition rate. The 
mechanical chopper is placed in the probe beam in order to reduce scattered light due to 
the excitation beams. The lock-in is connected through a GPEB interface to a personal 
computer, which also controls the time delay of the probe pulse. For each delay time 
between the excitation and probe pulses, the computer records the diffracted signal 
intensity from the lock-in amplifier. Typically, several hundred laser shots are 
averaged at each delay time. 
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Data were collected at multiple excitation angles between 0.5° to 45° (6,7,13). At 
each excitation angle, data were recorded upon cooling of the sample from the liquid 
state at high temperature through the supercooled region to temperatures close to T g in 
intervals of SK in high and low-temperature regions and 2.5K at intermediate 
temperatures Before recording data, the temperature of the sample was allowed to 
stabilize for about 10 minutes to within iO.OSK of the specified temperature. 

Results 

ISTS Data. Typical ISS data are shown in Fig. 2 for salol at various temperatures at 
q=0.7433 jtm"1. At this small q the ISBS contribution to the signal is negligible. ISTS 
occurs through weak O H vibrational overtone absorption of the 1.064 Jim excitation 
light. The data at all temperatures exhibit damped acoustic oscillations at short times 
and a steady-state signal level which decays due to thermal diffusion on long time 
scales. At intermediate temperatures, the signal level rises slowly toward its steady-
state level, reflecting slow, nonexponential structural relaxation dynamics. The features 
of the acoustic, thermal diffusion, and relaxation modes change as the sample 
temperature is reduced and the a relaxation dynamics move toward longer time scales. 
The acoustic frequency G)A increases monotonically, reflecting the gradual stiffening of 
the material, and the acoustic damping rate TA reaches a maximum at about 270.9K at 
which the relaxation dynamics occur on the time scale of the acoustic oscillation period 
at this wavevector. At lower temperatures, as the dynamics shift to time scales longer 
than the oscillation period, they are observable directiy in the data in the form of the 
relaxation mode. At still lower temperatures, the relaxation mode is not observable 
because thermal expansion to the steady-state level at the grating peaks is slow 
compared to thermal diffusion from the peaks to the nulls. The thermal diffusion rate 
increases monotonically with lowering temperature and shows a rapid increase around 
24IK at this wavevector. This corresponds to the temperature at which the specific 
heat response (i.e. the time scale on which the temperature can respond to heat input) 
becomes slow compared to the thermal diffusion dynamics at the experimental 
wavevector. 

For all wavevectors, the data exhibit the same T-dependent trends. Since © A «*= q 
and r H o c q 2 , the relaxation dynamics overlap the acoustic oscillation period and the 
thermal diffusion time at temperature ranges which both increase with wavevector. For 
the acoustic mode, this results in a maximum in attenuation rate and in the rate of 
dispersion at temperatures that increase with wavevector. The thermal diffusion rate 
also undergoes its sharpest T-dependent changes at temperatures that increase with 
wavevector. 

Raw data such as that displayed in Fig. 2 were fitted to Eq. (3). Fits to the data 
yielded the dynamical parameters describing the acoustic, thermal diffusion, and a 
relaxation modes as well as the relative amplitude B/A. In what follows we first show 
the temperature dependence of the a relaxation strength or Debye-Waller factor of two 
glass formers, salol and C K N , and compare the results with M C T predictions. Then 
we present the analysis of the acoustic mode dynamics in salol. 
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0.0 0.2 0.4 0.6 20 40 60 80 
t ( n s ) 

Figure 2. ISTS data (solid curves) and fits (dotted curves) to Eq. (3) of salol at 
wavevector q = 0.7433 ujn"1 at several temperatures recorded with the quasi-cw 
probe system. The data show short time acoustic oscillations and the long time 
thermal diffusion dynamics. In the intermediate temperature range, ISTS signal 
slowly reaches the steady-state level, revealing nonexponential structural 
relaxation dynamics which become slower as T is reduced. 
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Nonergodicity parameters. Figure 3 shows the T-dependent Debye-Waller 
factor /q_>o (symbols) of salol. Its behavior can be fit well by Eq. (1), yielding a 
square-root cusp at a crossover temperature of 266K±1K (solid curve) (5,6). This T c 

value is in good agreement the results of neutron scattering (17) and depolarized light 
scattering (DLS) (18), confirming a ̂ -independent value of T c as expected. 

ISTS measurements have been made to the " C K N " mixture of ionic salts 
[Ca(N0 3) 2] and [KN0 3 ] with molar ratio of 2:3 (7). The Debye-Waller factor values 
fq-+o(T) (symbols) obtained with different wave vectors are plotted in Fig. 4. It is 

evident that fq-+o(T) shows a weak cusp-like anomaly as predicted by M C T . The 
solid curve in Fig. 4 represents the best fit to Eq. (1) which gives a crossover 
temperature T c = 378K ± 2K. This T c value is also in good agreement with the results 
from neutron scattering (19) and DLS (20). 

Acoustic dynamics. Data were collected from salol at a wide range of 
temperatures with 20 excitation angles from 0.5° to 45° (13,14). For each excitation 
angle, the acoustic frequency © A and damping rate T A were obtained by fitting the data 
to Eq. 3. The results, shown in Fig. 5, show the T-dependent and ^-dependent trends 
discussed qualitatively above. 

The structural relaxation contributions T s to the total acoustic damping rates T A 

were derived by subtracting the "background" contributions whose values were 
assumed to be constant or weakly and linearly dependent on T, based on the values of 
damping rates measured away from the relaxation peaks. The values of T s were used 

to obtain the structural relaxation part of the acoustic modulus M R (co A ) /p 0 through Eq. 
(2). Since data were recorded at many sample temperatures and excitation 
wavevectors, interpolation between measured values was possible to construct acoustic 
modulus spectra at constant T. Figures 6 and 7 show the real and imaginary parts of 
M R(© A)/pQ at various temperatures. The modulus spectrum moves through the middle 
of the ISTS frequency range at around 270K, as shown by Fig. 6a which indicates a 
peak in M£/p 0 . At higher temperatures, the peak of the modulus spectrum is at higher 
frequencies than those within our "window" of acoustic frequencies, and we observe 
the low-frequency wing of the a relaxation feature in M£/pQ. Above 290K, the 
relaxation spectra move out of our experimental frequency window to much higher 
frequencies, and characterization of the relaxation dynamics is not possible. At lower 
temperatures (see Fig. 7a), the center of the a relaxation feature in M £ / p 0 moves to 
lower frequencies than those within our window, and we see the high-frequency wing 
of this feature. At the lowest temperatures, the minimum in the relaxation spectrum and 
the low-frequency tail of the ($ relaxation feature in MR / P 0 appear to be barely visible at 
the high-frequency edge of our acoustic frequency window. 

Fits generated by assuming the stretched exponential (KWW) structural relaxation 
function are shown by the solid curves in Figures. 6 and 7. Within experimental 
uncertainty, the stretching parameter p shows no T-dependence with P«0 .50 in the 
temperature range of 263K to 290K. Below 263K, M R / p 0 (Fig. 7) is almost constant 
across the acoustic frequency window probed, and at the lowest temperatures both the 
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0.3 t :—-J—11111 111 i • 1111 < 111—-uJ 
225 235 245 255 265 275 285 295 

T(K) 

Figure 3. Temperature dependence of the Debye-Waller factor / q_»o of salol 
deteraiined from ISTS data at several wavevectors (• q = 0.1352 Jim'1; #q = 
0.2235 jun 1 ; • q = 1.250 Jim'1; A q = 4.532 jmr1) via Eq. (4) . The results 
show a square-root cusp at about 266K. The solid line shows a fit to the MCT 
lq . (1). 

0.67 -

0.55 » • » • I : < < 1 • • . I . • . I . . . . I • • I 
350 360 370 380 390 400 410 420 

T(K) 

Figure 4. Debye-Waller factor fq^$ at several wavevectors (• q = 0.227 n m » 

O q = 0.232 pm 1 ; A q = 0.235 Jim 1; • q = 0.336 Jim"1; A q = 0423 nm 4 ; • q 
= 0.623 Jim-1; • q = 0.896 Jim'1) of CKN versus T. The best fit (solid line) to 
MCT Eq. (1) yields a crossover a temperature T c = 378K. 
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T(K) 

Figure 5. Temperature dependences of longitudinal acoustic frequencies CDa/2TC 
(•) and damping rates TA (•) , from fits to ISTS data at #=0.7433 pm" 1 shown 
in Figure 2 and two lower wavevectors. The damping rate shows a maximum 
and the acoustic frequency shows greatest dispersion when the structural 
relaxation spectrum overlaps with the acoustic frequency, i.e. at 260-270K for 
the three wavevector values. 
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0.5 

- 3 - 2 - 1 0 1 2 

Log (coA/GHz) 

Figure 6. The structural relaxational part of the reduced acoustic modulus above 
270K. The imaginary parts are shown in the top and the real parts in the bottom. 
The solid curves represent fits with the K W W relaxation function. Within the 
experimental uncertainty, P was found to be constant from 263K to 290K. 
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Log (œA/GHz) 

Figure 7. The frequency dependence of the structural relaxational part of the 
reduced acoustic modulus at and below 263K. The real part M'R/p0 is nearly 
frequency-independent in the acoustic frequency window probed except at 263K. 
We therefore fit the data only at 263K with α-relaxation K W W function (solid 
curves). 
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a and P relaxation features contribute. Therefore we have not tried to fit the spectra to 
the KWW function. 

As predicted by the MCT factorization property, which indicates that all the time-
dependent responses coupled to density should have the same functional form, the 
acoustic modulus spectrum and the susceptibility spectrum from DLS can be described 
by a single P-susceptibility spectrum %"(©) up to a multiplying factor. In the log%" 
versus logo) plot, all the spectra should be made to overlap by shifting the spectra along 
the ordinate. The p-susceptibility spectra %M(©;T) have been obtained from the 
depolarized light scattering spectra in the range sub-GHz to 5THz (21). We therefore 
plot in Fig. 8 the DLS spectra (thin solid lines) and the reduced acoustic modulus 
spectra M £ / p 0 (open symbols) shown in Fig. 7, along with the P-susceptibility spectra 
X"((o) (thick solid lines) at several temperatures on a log-log scale. As can be seen in 
Fig. 8, the acoustic modulus spectra M£/p 0 at the three lower temperatures overlap 
with the low-frequency part of DLS spectra and coincide with the predicted p-
susceptibility spectra %M(co). At 263K only part of data overlaps with %M, presumably 
due to the proximity of the a relaxation peak. Although only part of the P-susceptibility 
spectra could be observed in M£/p 0 , which do not by themselves permit determination 
of die minimum frequency, nevertheless the results show that the p-susceptibility 
spectra %n(<o) derived from DLS and application of MCT provide a consistent 
description of acoustic data. 

To account for differences in the units of the two curves, we have shifted the 
MR/PQ curves through scaling along the ordinate to overlap the DLS spectra. The 
temperature dependences of the amount shifted, log(/tDLS//iM) (the ratio of critical 
amplitudes), are shown in the inset. Since we are dealing with M R / P 0 , not M R 
directly, we have not accounted for T-dependence in the density p 0. Also as discussed 
in (22), the critical amplitude / t D L S from fitting of the DLS spectra with the MCT 
predictions is temperature dependent. T-dependences of both density p 0 and amplitude 
%LS therefore contribute to the smooth temperature dependence of log(/iDLS//*M). 

Conclusions 
ISTS experiments permit characterization of the a relaxation dynamics and 
determination of the relaxation strength or Debye-Waller factor j ^ 0 . The temperature 
dependent Debye-Waller factors /^_»o(T) in salol and CKN both show weak square-
root cusp-like anomalies at distinct crossover temperatures T c . Well above T c , the a 
relaxation dynamics obey scaling laws and the relaxation times show power-law T-
dependences. Our findings are largely consistent with the predictions of the MCT. 

Impulsive stimulated light scattering experiments also provide the acoustic 
dynamics, from which the structural relaxation dynamics can be derived. Longitudinal 
acoustic modes in salol were characterized over 2 decades of acoustic frequencies from 
10 MHz to several GHz. The relaxation dynamics were analyzed in terms of the 
frequency-dependent structural relaxational contribution to the acoustic modulus and 
compliance spectra, which were constructed from the measured acoustic frequencies 

D
ow

nl
oa

de
d 

by
 N

O
R

T
H

 C
A

R
O

L
IN

A
 S

T
A

T
E

 U
N

IV
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

01
4

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



14. YANG & NELSON Structural Relaxation of Supercooled Liquids 197 

Log(co/GHz) 

Figure 8. Relaxation spectra of salol from ISS acoustic data (symbols), together 
with DLS susceptibility spectra (thin lines) and the extended M C T fits (thick 
fines). The spectra shown in Fig. 7 have been shifted along the ordinate by an 
amount l o g ( ^ D L S / / i M ) , shown in the inset, to optimize overlap with the DLS 
susceptibility spectra. 

and damping rates (after subtracting background contributions to the latter). The results 
above 263K were fitted to the relaxational spectrum of the K W W function, and were 
found to be consistent with expectations for a relaxation dynamics. Within 
experimental uncertainty, the K W W stretching parameter P was found to be T-
independent in the range 263K to 290K. At lower temperatures, the a relaxation 
spectrum moves to frequencies lower than those within our acoustic frequency 
window, and the acoustic properties are influenced by the P relaxation dynamics. The 
results below 263K were found to be consistent with scaled p-susceptibility spectra 
derived from DLS measurements on salol. 

While our results are consistent with many M C T predictions, direct experimental 
characterization of the acoustic dynamics in the high frequency (1-20 GHz) range 
remains necessary. In the acoustic dynamics analysis shown above, this major part of 
the p relaxation spectrum was not mapped out, and the minimum frequencies in the T-
dependent spectra were not determined. Our analysis simply shows that the acoustic 
modulus data in the 10-1000 MHz acoustic frequency range probed can be scaled to the 
higher-frequency susceptibility spectra determined through DLS. The most compelling 
test would come from independent measurements of the acoustic modulus spectra, 
determination of the p relaxation spectra (including the minimum frequencies) in the 
structural relaxation parts, and comparison of the results to those of DLS. 
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Chapter 15 

Multiple Time Scales in the Nonpolar Solvation 
Dynamics of Supercooled Liquids 

J . M a , John T. Fourkas1, D. A. Vanden Bout2, and M. Berg 3 

Department of Chemistry and Biochemistry, University of South Carolina, 
Columbia, SC 29208 

Recent experimental and theoretical work on the dynamics of solvation 
in nonpolar supercooled liquids is reviewed. Transient hole burning 
experiments have shown that solvation dynamics occur on a wide 
variety of time scales. A major division into phonon-like and structural 
relaxation is apparent as the viscosity of the solvent increases in the 
supercooled region. The structural component is strongly 
nonexponential and extends over many decades in time. Mode-
coupling theory provides a consistent explanation of the structural 
relaxation behavior versus temperature. A continuum model links 
nonpolar solvation to shear relaxation of the solvent following a size 
change of the solute upon electronic excitation. The relationship 
between phonon-like and structural dynamics is examined within the 
continuum model, which distinguishes them as different dynamical 
regimes of a single coordinate, and is contrasted with "spectroscopic" 
models, which treat the different dynamics as arising from distinct 
solvent coordinates. 

The dynamics of supercooled liquids can be measured by a variety of different 
experiments, each of which measures a differently weighted average of the many 
coordinates present in the liquid. The majority of detailed results on short time 
dynamics has come from just three experiments: dielectric relaxation, light scattering 
and neutron scattering (/). Solvation dynamics, ie . the response of a solvent to 
changes in the electronic state of a solute, is a new and distinctly different type of 
experiment for examining liquid dynamics. Because it focuses on the short time and 
length scales which must underlie effects seen on all scales, it offers a unique and 
valuable perspective on liquid dynamics. Furthermore, solvation dynamics specifically 
weights the liquid coordinates by their ability to affect die electronic surfaces which 
control chemical reactions. It thereby creates a bridge connecting the general 
understanding of liquid dynamics to specific problems of solvent effects in chemistry 
and biology. 

'Current address: Department of Chemistry, Boston College, Chestnut Hill, MA 02167 
2Current address: Department of Chemistry, University of Minnesota, Minneapolis, MN 
55418 
'Corresponding author. 
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We have been active in developing the transient hole binning experiment as a 
method of measuring solvation dynamics and in applying it to nonpolar solvents in the 
supercooled region (2-10). A large amount of information on solvation in low 
viscosity, polar solvents is also available (11-14% but interest in the distinctly different 
solvation mechanisms in nonpolar solvents has been growing (15-19). Even in polar 
solvents, die amount of information on solvation in supercooled liquids is limited (20-
24). 

A recurring theme in our results is the wide range of time scales which affect 
solvation. A primary division of the dynamics into a viscosity dependent and a 
viscosity independent component is made. The viscosity independent component is 
assigned to phonon-like dynamics within a fixed structure, and die viscosity dependent 
component is assigned to relaxation of that structure. The structural relaxation is 
found to be nonexponential and covers a wide range of time scales. In some cases, 
standard nonexponential treatments are strained to fit the observed range of time 
scales. 

Mode-coupling theory (MCT) (25-27) provides a consistent explanation of the 
temperature dependence of the structural relaxation. The a- and ^relaxation regions 
overlap significantly, and a global fitting to complete response functions is essential 
M C T also predicts that certain parameters should have the same value in different 
experiments. Comparison of the solvation based fits with M C T analyses of light 
scattering data shows that some, but not all, of these parameters are in agreement with 
this prediction. 

Although M C T makes a priori and general predictions about the form of structural 
relaxation data, it does not predict specific relaxation times, does not make statements 
about the interaction mechanism in nonpolar solvents, and does not provide any detail 
about the phonon-like relaxation component. We have developed a continuum model 
of nonpolar solvation which postulates an interaction resulting from solute size 
changes and successfully relates solvation data with viscosity and ultrasound 
measurements. The continuum theory also provides a simple model system in which 
the interaction of phonon and structural relaxation can be examined. In particular, it 
illustrates clearly die differences between theories which treat phonon and structural 
dynamics as different time regimes of a single dynamical process and theories which 
treat phonon and structural dynamics as distinct and separable processes. 

Transient Hole Burning Measurements of Solvation Dynamics 

The basic principles of the transient hole burning (THB) measurement are summarized 
in Figure 1. The free energy of the solute ground state and excited state vary with the 
arrangement of local solvent molecules, indicated in Figure 1 by a one-dimensional 
solvation coordinate. In equilibrium in the ground state, the solute molecules occupy a 
distribution of solvation configurations. Each configuration has a different transition 
energy to the excited state, resulting in a broad absorption spectrum (Figure la). The 
sample is irradiated with a short pulse of light which is resonant with only a subset of 
solvent configurations. A local depletion or "hole" in die ground state distribution is 
created (Figure lb). The resulting excited state molecules are created in a distribution 
which is narrower than and displaced from the equiHbrium distribution. Following the 
excitation, the solvent begins to relax to reestablish equiHbrium in both the ground and 
excited states. Both the hole and the excited state distribution increase in width o(t) 
and develop a Stokes' shift between their peak frequencies U(t) (Figure lc). 

Solvation dynamics can be monitored through either the time-dependent widths or 
time-dependent Stokes' shifts (8). An important advantage of this technique is that the 
measurements are absolute rather than relative. In the absence of any solvent 
movement, the Stokes shift and solvent broadening are zero. The equiHbrium values 
of these quantities are obtained independently from steady-state spectroscopy. Thus a 
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Solvation Coordinate Solvation Coordinate Solvation Coordinate 

Figure 1. A schematic illustration of the transient hole burning experiment. 
(Reproduced with permission from ref 2. Copyright 1996 American Physical 
Society.) 

THB measurement, at even a single time, gives the fraction of the total relaxation to 
that point, 

There is no need to extrapolate to or fit either long or short time values. 

Phonon Versus Structural Dynamics 

When transient hole burning was first performed over a temperature range 
spanning the low viscosity liquid, the supercooled region and the glass, it was 
immediately apparent that there were two distinct components to the relaxation (4-7). 
This result is illustrated in Figure 2. At room temperature, the 1.5-ps THB width is 
almost identical to the equilibrium absorption width. The relaxation is almost entirely 
complete by this time. As the temperature is lowered, the THB width becomes 
narrower than the absorption width, indicating that a portion of the relaxation occurs 
after 1.5 ps. However, as the supercooled region is traversed, a significant THB width 
remains at 1.5 ps. A significant fraction of the relaxation remains subpicosecond, even 
as the viscosity of the solution diverges. Thus, at least two relaxation components 
exist: one which slows down with increasing viscosity, and one which does not. 

The viscosity independent component can be associated with the phonon dynamics 
of a solid by continuing the hole burning experiments below the glass transition 
tenq>erature Tg. In the low temperature solid, permanent hole burning (PHB) is more 
convenient than THB. In PHB, photochemical destruction of the excited molecules 
allows the hole width to be measured several minutes after the initial bleaching. Below 
Tg, PHB and THB give the same result, indicating that there is no significant 
relaxation between 1.5 ps and several minutes. 

The widths in die solid glass fit a simple model for phonon-induced line broadening 
in solids (4). The curve in Figure 2 assumes a single phonon band centered at 30 enrT 
Extending the curve into the supercooled liquid region shows that the fast component 
seen in THB is simply the extension of these phonon dynamics into the liquid. At 
short times, the liquid appears to have an effectively static structure, about which rapid 
vibrational motion occurs. At higher temperatures, this simple model is not accurate, 
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both because of the changing density, and because the other relaxation component 
begins to affect the THB measurements. 

200 

5 0 1 1 1 1 1 1 »' 1 1 ' ' 1 ' 1 1 1 1 

0 100 200 300 
Temperature (K) 

Figure 2. Solvent-induced widths of the electronic transition of dimethyl-s-
tetrazine in rt-butylbenzene as measured by transient hole burning (THB), 
permanent hole burning (PHB) and absorption spectroscopy. (Adapted from ref 
4) 

The second relaxation component is due to the relaxation of the temporary 
structure which supports the phonon dynamics. As the temperature is raised above T„, 
the PHB width suddenly jumps to the full absorption width. At this temperature, the 
second component becomes dynamic on the laboratory time scale instead of frozen. 
Near Tg, this component has little effect on the THB results. Near room temperature 
however, this component becomes fast enough to broaden the line at 1.5 ps, causing 
the THB and absorption widths to merge. 

In the intermediate temperature regime, the THB width was measured at various 
delay times in the ps to ns region, and the average relaxation time of the second 
component was determined. The results are plotted in Figure 3. The relaxation times 
are proportional to the viscosity over a range of four decades. This result contrasts 

7)(cP) 
Figure 3. Average relaxation time of the structural component of die solvent 
relaxation versus viscosity. Measured for dimethyl-s-tetrazine in «-butylbenzene. 
(Reproduced with permission from ref 5. Copyright 1993 American Physical 
Society.) 
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strongly with the early, phonon-induced relaxation, which shows no evidence of 
slowing at high viscosity. Because die viscosity is the most common measure of the 
overall structural relaxation time of a liquid, the second relaxation component can be 
linked with structural relaxation. This conclusion is reinforced by the quantitative 
modeling discussed later in this paper. 

The same pattern illustrated here for /i-butylbenzene (4, 5) has also been seen in 
several other liquids (2, 3, 6, 7). Presumably the phonon-induced component seen in 
solvation is essentially the same as the '^microscopic" peak seen in scattering 
experiments, and the structural component is essentially the inelastic peak seen in low 
resolution scattering. The important point is that both components contribute 
significantly to solvation. Many theories of chemical dynamics in solution assume a 
single time scale for the dynamics. These theories may be plausible at sufficiently low 
viscosities, where the time scales of phonon and structural dynamics are comparable. 
However, such theories must fail at a qualitative level i f the viscosity is even 
moderately high, because the phonon and structural dynamics will occur on different 
time scales. 

Comparison to Mode-Coupling Theory 

To date, THB experiments have focused on the structural relaxation component. 
Even within this single component, a wide variety of time scales are important. The 
most salient feature of the relaxation curves is that they are nonexponential, and the 
shape of the curves is temperature dependent. As the temperature is lowered and the 
primary structural relaxation time increases, some relaxation persists even at very early 
times. 

One approach to explaining these features is mode-coupling theory (MCT) (25-
27). This theory does not attempt to model details of the particular interactions 
involved m solvation or to predict numerical values of observed quantities. Instead it 
uses general features of liquid dynamics to make a priori predictions about the shapes 
of relaxation functions and the form of the relaxation time temperature dependence. 
The major predictions which can be tested with our data are: 
1) The shape of the relaxation function is approximated by 

Different approximations apply to two different time regions: the a- and )S-regions. 
The a-region, which covers the intermediate-to-late portion of the relaxation, obeys a 
simple scaling law equivalent to time-temperature superposition. This region can be 
approximated with a stretched exponential The /^-region, which covers the early-to-
intermediate portion of the structural relaxation, obeys a more complicated form based 
on the temperature independent function This function can be calculated for 
various values of A, die exponent parameter. The value of the exponent a is also 
determined by the value of X. Thus M C T predicts a range of relaxation times even 
greater than given by a simple stretched exponential. Two characteristic times, ra and 
To, are needed to describe die relaxation function. 
2) The temperature dependence of the relaxation times is given by: 

R(t)«« (2) 

ta~ca(T-Tcr, T>TC (3) 
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Tfi =Cfi\T-Tc\ (4) 

The exponents a and y are defined by the value of X in equation 2 and do not represent 
new adjustable parameters. Because ra and rp change differently with temperature, 
equations 2-4 predict a relaxation shape which changes with temperature. 
3) M C T does not make predictions of the various constants appearing in equations 2-
4; these must come from a detailed treatment of the specific interactions probed by a 
specific experiment. However, three of the parameters, Tc, X and cp are predicted to 
be independent of the specific experiment and should be transferable between 
experiments. 

The solvation of s-tetrazine in propylene carbonate is a good example of a system 
which is difficult to fit into a standard analysis. The response function spreads over an 
increasing range of times as the temperature is lowered, strongly violating the time-
temperature superposition principle. Figure 4 shows a M C T explanation of the shape. 
Figure 4a is an a-scaling plot generated by overlapping the lower portions of die 
response functions. For intermediate-to-long times, the temperature scaling does 
work, and a stretched exponential fit to this region is shown. At short times, the Ra 

approximation fails, but this failure is expected from MCT. 

o 
o 
c 

<D W 
c 
o 
a 
w 
<D 
OS 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 

' 1 • 1 ' I 

D 

• (a) • (a) • 
w odB A • 190 K " a, 

'• — 0 200 K 
210 K . 
220 K 

o 230 K 
237 K - o 
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TP O 25? K 1 
• \ ° * 270 K " I 

280 K 
$>\ ° * 295 K -

298 K 

># 4 

- 2 - 1 0 1 
l o g 1 0 ( t / r a ) 

-1.0 
0 1 

logloU/7)? ) 

Figure 4. The solvation response function in propylene carbonate showing 
agreement with the a-scaling law at long time (a) and the ^-scaling law at short 
time (b). Fit parameters: fp = 0.65, X = 0.78, J3 = 0.8. (Reproduced with 
permission from ref 2. Copyright 1996 American Physical Society.) 

For short to intermediate times, Rp is the appropriate approximation. A y^-scaling 
plot is shown in Figure 4b along with a fit to gx- The /^approximation gives a good 
account of the short time data for which the a-approximation fails. Similarly, the 0-
approximation fails at long times, but this region is accounted for by the a-
approximation. Note that both the a- and /?-fits are constrained to share the same 
value of fc. Thus M C T gives good fits to the changing shape of the response function 
as the temperature changes. 

Each of the scaling plots generates a set of scaling times, ra and tp The 
temperature dependence of these times is predicted to show a power law divergence at 
a critical temperature Tc (equations 3 and 4). Figure 5a tests this relationship. The 
exponents are predetermined by die value of X used in fitting g% (Figure 4b). A 
common value of Tc is required for both ra and Tp hi general, the M C T fit is good. 
The poorer agreement at high temperatures may oe due to the anticipated failure of 
M C T far from Tc or an increase in experimental error with short relaxation times. In 
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1 1 " 1 " " " 1 1 't " 
Tg (a) mp 

* Tcr 

1.2 

1.0 
£0 

I Qi 0.8 
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<f 0.6 
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(b) m P 
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0 < 150 175 200 225 250 275 300 °'°ib0 170 190 210 230 250 
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Figure 5. The temperature dependence of the times obtained from a- and /£• scaling 
plots (Figures 4 and 7) for (a) propylene carbonate and (b) /2-butylbenzene. A 
power law divergence to a common value of Tc is predicted by MCT. 
(Reproduced with permission from ref 2. Copyright 1996 American Physical 
Society.) 

either case, good agreement is found down to a viscosity of at least 3.4 cP, a value 
typical of a 'formal" liquid. 

In addition to the solvation data presented here, Du et al. have published an 
extensive M C T analysis of light scattering data in propylene carbonate (28). In the 
solvation analysis, we have adopted their value of X = 0.78 and independently 
determined Tc. Our value of Tc = 176 K is very close to their value of 179 K. These 
results are in agreement with the M C T prediction that X and Tc should be transferable 
between experiments. However, our value of cp = 3.6xl0 3 ps K 1 / 2 a is substantially 
smaller than the light scattering value of l.OxlO 3 ps K1/2a, in disagreement with MCT. 

Unlike propylene carbonate, solvation data in w-butylbenzene do not show a strong 
change in shape with temperature. Figure 6 shows a master plot of these data. Within 
the experimental error, a single stretched exponential can be used to account for the 

Figure 6. A master plot of the solvation response function of dimethyl-s-tetrazine 
in H-butylbenzene along with a stretched exponential fit (fi = 0.45). (Reproduced 
with permission from ref. 2. Copyright 1996 American Physical Society.) 
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206 SUPERCOOLED LIQUIDS 

data. This result appears to contradict the temperature dependent shape predicted by 
MCT. However, a MCT analysis can also be successful within experimental error. 

Figure 7 shows such an analysis. In the oscaling plot (Figure 7a), the overlap of 
the lower portions of the response functions is optimized. The upper portions are 
allowed to deviate due to ̂ relaxation. Figure 7b shows that /̂ -relaxation provides a 
satisfactory explanation of the early time behavior of the response functions. Again 
both a- and /2-fits share the same value of fc. 

l o g 1 0 ( t / r a ) l o g 1 0 (t/rfi ) 

Figure 7. The solvation response function in «-butyIbenzene showing agreement 
with a-scaling laws at long time (a) and /?-scaling laws at short tune (b). Fit 
parameters: fc = 0.625, X = 0.86, /? = 0.5. (Reproduced with permission from ref 
2. Copyright 1996 American Physical Society.) 

The temperature dependence of the resulting scaling times is shown in Figure 4b. 
As in propylene carbonate, the times show the predicted power law behavior with a 
common divergence at Tc = 160 KL Thus MCT provides an entirely consistent picture 
of the data, which is at least as good as more standard analyses, as exemplified by 
Figure 6. This result suggest that die wide range of systems which have been analyzed 
by standard methods may also be consistent with MCT. 

A key point in these fits is that the a- and /̂ -regions are not distinct, but often 
overlap heavily. As a result, a simultaneous fit to both regions as short and long time 
approximations to the complete response function is needed. For example, in n-
butylbenzene, die overlap is strong enough that/, is never seen as a plateau value in 
the data. /̂ Relaxation effects are strong before preaches its short time asymptote. 
An attempt to fit a and /? time regions separately will fail, but a simultaneous fit can be 
successful 

Yang, Muller and Nelson (Yang, Y ; Muller, L . I; Nelson, K A. Proceedings of 
the Material Research Society, in press) have used MCT to analyze impulsive 
stimulated thermal scattering (ISTS) data in /i-butylbenzene. They find a value of Tc = 
150 K. This is close to the solvation value of Tc = 160 K, but the difference is larger 
than can be accommodated by the expected errors in the analyses. One possible 
reason for the difference is that the ISTS analysis is based on data below where as 
the solvation analysis is based on data above Tg. A comparison between different 
temperature regions is more demanding of both theory and experiment than 
comparisons over a common range. 
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A Continuum Model of Nonpolar Solvation 

Mode-coupling theory provides an a priori means of understanding some of the 
general features and trends of the solvation data. However, it does not provide insight 
into the physics of the solvation process, nor does it provide quantitative predictions 
or physical interpretations of the various constants involved. We have developed a 
continuum model for solvation in nonpolar systems as a complement to die M C T 
approach (3, 17). The continuum model is phenomenological in the sense that it 
requires assumptions about or independent experimental data on the mechanical 
moduli of the solvent. However, it provides quantitative fits to the data and a simple 
physical interpretation of the processes involved in solvation. 

Continuum models have often been used to describe molecular scale dynamics in 
solution, often with surprising success. However, it has not generally been recognized 
that the existence of distinct phonon and structural processes is predicted by these 
models. After describing the model and showing its success in describing experimental 
data, we will use it to explore the relationship of these two processes. 

The continuum model postulates that die coupling of the solvent to the solute 
arises from a change in the effective size of the solute when it changes electronic state. 
This may represent a change in bond lengths or in the size of the electron cloud of the 
solute. It may also represent a change in polarizability, which alters the nearest 
neighbor attractive forces. In any of these cases, the forces are between the centers-
of-mass of the solute and solvent molecules, hi contrast, solvation in polar systems 
generally involves torques between the molecules from dipole-dipole and other angle 
dependent forces (77). 

The solute is modeled as a spherical cavity within a viscoelastic continuum, which 
represents the solvent. The size of the cavity in the ground state is determined by a 
balance of the solvent pressure and solute-solvent attractions tending to collapse the 
cavity and the solute-solvent repulsion acting against collapse, hi the excited state, the 
solvent-solute forces are altered, and a slightly different cavity size is attained at 
equilibrium The restoring force is assumed to be the same in the ground and excited 
states and to be linear over the size change involved. 

The solvation process is modeled by taking the system at equiHbrium in the ground 
state and suddenly changing to the excited state forces at t = 0. Initially the cavity is at 
the ground state size and is out of equiHbrium The solvent responds to the new forces 
as a viscoelastic continuum, Le. it has a time-dependent shear and bulk modulus. As 
the solvent responds, the solute cavity expands toward its excited state value, and the 
transition energy drops. Within this simple model, the resulting time-dependent 
Stokes' shift can be calculated analytically given knowledge of the mechanical moduH 
of the solvent (77). 

Even i f the time-dependent moduH have a single relaxation time, the solutions have 
two distinct time scales. The fastest component represents a purely elastic response of 
the solvent and is due to mechanical waves propagating away from the solute. For 
typical parameters, this time scale is -100 fs. Clearly this portion of die solution 
represents the phonon-induced component of solvation, which is subpicosecond at all 
viscosities and is shared by both sohd and liquid systems. 

The second portion of the solution represents a viscous response of the solvent. 
Its time scale is closely linked to the shear relaxation time of the solvent and thus it 
scales directly with the viscosity. At low viscosities, this response can be 
subpicosecond and difficult to distinguish from the phonon-induced component, but as 
the viscosity increases, the solvation time becomes longer, eventually becoming static 
when the viscosity diverges at the glass transition. This portion of the solution 
corresponds to structural solvation. 

Examples of these solutions are shown in Figure 8 along with the corresponding 
experimental data (5, 77). In each case, a stretched exponential form has been 
assumed for the time-dependent shear modulus. Although the data cannot be 
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208 SUPERCOOLED LIQUIDS 

compared directly with the phonon-induced component, the amplitude of the response 
function following the phonon-induced component can be compared to the amplitude 
of the early data. Because the THB measurements give absolute values of the 
response function, there is no arbitrary normalization of die data, and the model must 
accurately predict the amplitude of the data. In fitting the model to the data, two 
parameters are important, the high frequency shear modulus and the shear 
relaxation time TS. Although these are initially arbitrary fitting parameters, the product 
of these two parameters should give the bulk viscosity. In fact, they do reproduce the 
bulk viscosity well (3, 17). The fit value of is also close to values obtained from 
ultrasound measurements (17). Because of this agreement with independent 
experimental measurements, we are confident that the theoretical parameters are 
physically reasonable, and the basic physical picture of the continuum model is correct. 
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Figure 8. Fits of the continuum model of nonpolar solvation to data from (a) n-
butylbenzene and (b) propylene carbonate. Each temperature is vertically offset 
for clarity. (Adapted from Refs. 17 and 3.) 

Given that the continuum model is at least a reasonable approximation to real 
systems, and given that it clearly predicts the existence of phonon-induced and 
structural components of the relaxation, it is interesting to examine the predictions of 
this model concerning the relationship of these two components as the viscosity 
becomes lower, and the two time scales merge. The results suggest some important 
questions regarding the interpretation of experimental data. 

Experimental data are often presented either as a response function in the time 
domain R(t\ or as a spectral density in the frequency domain, 

S(m) = lm^e-iQ* R(t)dt. (5) 
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In either case, the effects of phonon and structural relaxation are often treated as 
distinct, separable contributions 

R(t) = i^(0 + ̂ ,(0 S(a>) = S ^ + M a O (6) 

We refer to this as the "spectroscopic" approach, because in the frequency domain, it 
is analogous to the decomposition of a spectrum into independent bands 
corresponding to different transitions. It is valid i f phonon and structural motion result 
from die dynamics of two different coordinates corresponding to quasi-independent 
terms in a Hamiltonian. 

Both the continuum model and M C T take a different, "unified" approach. Phonon 
and structural components are defined as different time regimes in die dynamics of a 
single quantity. They represent short and long time asymptotic approximations to a 
single exact function. If we attempt to represent the exact function with the sum of 
the long and short time limiting functions, an 'Interference term" will appear at 
intermediate times 

R(t) = Rph(t) + Rph_Jt) + R„{t) SW-S^W+S^M + SAo) (7) 

containing the errors in this procedure. 
Figure 9 shows solutions for an exponentially decaying shear modulus and typical 

values of the model parameters [G^ = 1.2xl0 1 0 dyne/cm^, = Ks = (5/3)0^ r = 3 
A , p = 1 g/cm3]. The solution is decomposed into a phonon component, a structural 
component and the interference term At moderately high viscosity, there is a wide 
time scale separation between the phonon and structural processes, and the 

logio (t/ps) l og 1 0 (i^/cm-1) 

Figure 9. Time (a-d) and frequency (e-h) domain solutions of the continuum model 
at various viscosities. The exact solution (solid) as well as the phonon (dashed), 
structural (dotted) and "cross terms" (dash-dotted) are shown. 
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interference term is negligible (Figure 9c and 9d). In this case, the spectroscopic and 
continuum models are not experimentally chstmguishable. 

At low viscosities, the time scale separation between phonon and structural 
processes breaks down, and the interference term becomes dgnifieant (Figure 9a and 
9b). It is no longer accurate to discuss phonon and structural processes independently, 
and a spectroscopic approach to the results is demonstrably incorrect. 

Experimental data on liquid dynamics is often analyzed by fitting a function to the 
long time / low frequency data, subtracting this function from the data, and treating the 
remainder with theories appropriate to short time dynamics. This example points out a 
potential problem with this scheme. The structural component is a perfect fit to the 
long time / low frequency data by construction. Subtracting it from the full results 
leaves a good representation of die phonon dynamics i f the viscosity is sufficiently 
high. For low viscosities, the phonon dynamics will be contaminated with the 
interference term 

At all viscosities, it is tempting to decompose the spectral density into at least two 
bands. These bands can be treated separately with, for example, a Brownian oscillator 
modeL However, in the current case it is clear that such oscillators have no physical 
significance. There are not two quasi-independent coordinates present within the 
continuum model. The two bands represent two time regimes within a single 
dynamical system 

It is sometimes suggested that spectral densities should be viewed as a density of 
some type of modes intrinsic to the solvent weighted by coupling strengths to the 
solute. In the case of the continuum model, die intrinsic modes of the solvent are 
known exactly; they are die Debye modes and follow a Debye density of states. The 
solvation spectral density does not bear a close resemblance to the Debye density of 
states. Although a coupling function could be defined, it would be such a complex 
function of frequency, that it is questionable i f the decomposition of the response leads 
to greater physical insight 

Conclusions 

We have demonstrated that solvent dynamics on a variety of time scales can influence 
the electronic energy levels of a chemical system in solution. Within the class of 
structural dynamics, stretched exponential decays, which incorporate more than one 
time scale, have often been seen in supercooled liquids. Our solvation experiments on 
structural relaxation support the M C T idea that there is an even greater range of time 
scales involved. This idea is embodied as a set of ^-relaxation dynamics preceding the 
stretched exponential, a-dynamics. As a result, very rapid dynamics remain active at 
viscosities at which the average relaxation time is quite long. Because chemical 
dynamics are often most sensitive to the fastest dynamics, this result has important 
implications in understanding the viscosity dependence of chemical processes. 

On an even larger scale, we have shown that phonon dynamics can be just as 
important as structural dynamics. These two components have a clear experimental 
distinction in their contrasting behavior with increasing viscosity. We have also shown 
that the origin of separate phonon and structural dynamics can be understood with 
simple continuum ideas. The success of this approach obviates any need to invoke 
concepts such as "single particle" dynamics to understand the origin of phonon 
dynamics. 

The continuum model also serves to contrast two different approaches to treating 
multiple time scales in liquid dynamics. In the "spectroscopic" approach, multiple 
quasi-independent coordinates are postulated, each coordinate responsible for a 
different time scale. The continuum model demonstrates that this is not the only 
approach possible. It is also possible that multiple and distinct time scales arise from 
the inherently complex dynamics of a single dynamical quantity. One experimentally 
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distinguishable difference between these approaches is in the predicted behavior as the 
structural and phonon time scales merge at low viscosity. 

hi the near future, we expect investigations into this viscosity regime to be 
increasingly important. The glass transition temperature, where observable properties 
diverge, has long been recognized as an essential point in understanding disordered 
materials. More recendy, interest has focused on a point at moderately high 
viscosities, where there may be a crossover from transport by diffusion to transport by 
hopping. We suggest that the low viscosity region where structural and phonon 
dynamics separate into distinct time scales is an equally important point in 
understanding the fundamental dynamics of liquids. We hope the current work will 
spur further more sophisticated investigations into this important region. 
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Chapter 16 

Polyamorphic Transitions in Network-Forming 
Liquids and Glasses 

J. L . Yarger1, C. A. Angell2, S. S. Borick2, and G. H. Wolf2 

1Department of Chemistry, University of California, Berkeley, CA 94720 
2Department of Chemistry, Arizona State University, Tempe, AZ 85287-1604 

The occurrence of polyamorphism in stable liquids, supercooled 
liquids, and solid amorphous materials is reviewed. Tetrahedrally 
bonded network systems have been the primary focus of many 
experimental and computer simulation studies of amorphous phase 
transitions. Of these network-forming systems, H2O and Si have 
been shown to undergo a first-order phase transition between two 
distinct amorphous phases. Nevertheless, many other tetrahedral 
networks, such as SiO2 and GeO2, show a much more gradual 
structural change. This brings up questions to the generality of 
polyamorphic behavior in network glasses. A proposed explanation 
for the variations in behavior among tetrahedral glasses is given in 
terms of the effective yield strength, percent volume collapse, and 
cooperativity. Comparison with crystal-to-amorphous phase 
transformations in compositionally similar systems yields additional 
insight. 

It has long been known that the loss of internal (structural) equilibrium during 
cooling is responsible for the dependence of many physical properties on the 
temperature and stress history of the sample. Early glass workers attributed these 
property variations to residual stresses within the glass, and consistent properties 
were obtained through the stress-relaxing process of annealing. Further work, 
however, suggested that internal stresses alone could not account for all property 
variations in glasses with differing thermal or stress histories. In a 1921 paper 
entided "Polymorphism and Annealing of Glass," Lebedeff (i) proposed that 
structural changes during annealing occur analogously to the polymorphic transitions 
between quartz, cristobalite, coesite, and other crystalline forms of silica. Lebedeff s 
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proposal inspired much of the early work and discussions on structural relaxation in 
glasses, but the extension of his idea to the existence of actual macroscopic 
polyamorphic changes between glassy phases has only recendy been contemplated. 

The possibility of actual macroscopic polymorphism in the amorphous state, 
called "polyamorphism" (2), arose recendy as a result of the experimental 
observation of large hysteretically reversible changes in the density of amorphous 
solid water (ASW) obtained on samples of pressure amorphized Di ice (3). The 
quasi-thermodynamic character of these transitions, which occur between low-
density (LDA) and high-density (HDA) amorphous phases below the glass transition 
temperature of water, have been connected to the existence of a real (though 
metastable) line of first order phase transitions in the supercooled liquid state of 
water (4). Computer simulations of glass-glass transitions (5, 6, 7, 8, 9) have been 
used to model the experimentally observed polyamorphism in ASW and further 
extend the transition into the supercooled state. 

Mishima has reported the existence of a phase boundary between the high 
density and low density amorphs of HjO (10), which would seem to be a 
requirement for accepting that polyamorphism is a well-defined phenomenon. 
Although many reports of sudden density changes in glasses under compression have 
since appeared, a phase boundary between isochemical (same composition) phases of 
different densities has only been observed in one other case (11). The extent to 
which distinct structural "polyamorphs" (in a true or quasi-thermodynamic sense) 
occur in a broader class of glassy materials is an important question. Answering this 
question requires an understanding of the mechanistic and physical factors that 
determine the manifestation of polyamorphic behavior. 

In most cases, the physical and structural properties of a glass change quite 
gradually with changes in temperature, pressure or any other external field variable. 
For this reason, most of the early work on glasses describes their behavior within the 
context of structural relaxation and kinetics. This includes the temperature (or 
pressure) induced glass transition which is understood as a kinetic consequence of 
the crossing of the fixed experimental measurement time scale and the intrinsic 
liquid relaxation time scale, the latter being strongly temperature (or pressure) 
dependent. While the changes in thermodynamic properties (e.g. heat capacity) at 
the glass transition can be described semi-quantitatively within a phenomenological 
non-linear relaxation kinetic framework, it is becoming clear from recent studies that 
die loss of internal equilibrium ("breaking of ergodicity") is somewhat more 
complicated than the usual description would suggest (12, 13). It now seems that 
there exists a range of dynamic processes, with differing time scales, that cause 
structural organization and clustering in the supercooled liquid near T g (14, 15, 16). 
The subject of die structural and dynamic heterogeneity near T g is the topic of many 
of the papers in these proceedings and will not be discussed here. Instead, we will 
focus on recent experiments which suggest that, even in the glassy state well below 
T , cooperative phenomena can occur and sometimes appear as a "quasi-
thermodynamic" phase transformation between isochemical structural polymorphs or 
**polyamorphs." 
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Review of Polyamorphism 

We use the term "polyamorphism" to describe the existence, in a condensed 
amorphous system of fixed composition, of two or more structurally distinct phases, 
the transition between which occurs across a defined interface. In the cases of 
metastable liquid phases, the transition will be first order in the normal phase 
transition sense, and will require conventional nucleation and growth of the second 
phase. A closely related version of the same phenomonon can occur within the 
glassy state though, due to the absence of normal diffusion, the transition is 
displaced in pressure and the mechanism must be different (17). Consequently, the 
transition is less sharply defined, and the transition character is less obvious. In the 
case of silicon, it has been suggested that the polyamorphic transition from metallic 
liquid to tetrahedral semiconductor is also a liquid-to-amorphous solid transition. 
The reverse process is a "melting", because of the enormous differences in atomic 
mobility assumed for the two phases (18, 19, 20). In the broadest sense, even the 
liquid-vapor transition constitutes a polyamorphic phase transition. As in the latter 
case, there may only be limited temperature-pressure range in which the 
polyamorphic transition between condensed phases appears as a first-order 
thermodynamic discontinuity. The line of first-order transition may terminate at a 
critical point (Tc) beyond which only continuous changes between different 
structural states can occur. Polyamorphism should not be confused with first-order 
liquid-liquid or glass-glass phase separation in multi-component systems. These 
more common transitions are driven principally by chemical segregation, and are 
well understood in terms of competing enthalpic and entropic thermodynamic 
influences associated with chemical mixing. Polyamorphic transitions, however, are 
manifested solely as isochemical transitions between two different structural 
organizations. On the other hand, the occurrence of polyamorphism in one 
component of a binary mixture can be responsible for chemical segregation in the 
binary system even if the high temperature mixing is ideal (21). 

While reports of polyamorphism are rare, and established cases even rarer, 
the possibility of liquid-liquid transitions in isotropic systems has been recognized 
for several decades (22). The existence of separate liquid species was implicit in the 
"two fluid" models proposed to explain the maxima in the melting curves of Cs (23) 
and Ba (24), and was an explicit prediction of analytical theories, using softened 
core repulsion potentials, proposed by Stell and coworkers (25). Liquid-liquid 
transitions of undetermined order have also been proposed for C (26, 27), Te (26*, 
29), Se (30, 31), S (32), I (33), and Sb (34) on the basis of conductivity and 
thermobaric studies. The case of Y 2 0 3 -A1 2 0 3 liquid is unique as a transition which 
can be "caught in the act" since it occurs close to the glass transition temperatures of 
the coexisting phases (77). The transition between amorphous solid and liquid 
silicon referred to earlier is seen clearly in computer simulations (35) where the 
reverse transition from over-coordinated liquid to immobile tetrahedral phase is seen 
as a first order transition occurring somewhat below a density maximum, closely 
paralleling the behavior proposed for water at high pressures (8, 9). 
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Figure 1. (A) A qualitative 
pressure-temperature diagram 
of H20 showing both 
polymorphs and polyamorphs. 
(B) The non-equilibrium 
amorphous-to-amorphous, or 
polyamorphic, LDA => HDA 
and HDA => LDA transitions 
as well as the crystal-to-
amorphous Ic => HDA 
pressure-volume plots. Data 
is extracted from O. Mishima 
et al (4). 

The best characterized example of polyamorphism between two phases in the 
glassy state is the transition between L D A and HDA in amorphous solid water (4). 
Figure 1 shows the phase diagram, together with the measured density-temperature 
relations for ice and amorphous phases at 130 K (data taken from Mishima et. al. 
(4)). Sharp volume changes and hysteretic effects are signatures that the transition is 
first-order. It remains first-order until about 140 K; above which crystallization 
prevents further measurement, so the critical point suggested by the M D studies 
cannot be observed experimentally. Computer simulations of ST2 (36) water 
showed evidence of a critical point in the supercooled liquid just above 235 K , at a 
pressure of about 200 MPa, which were supported by follow-up calculations on 
TIP4P and SPC water (37). Tanaka (38), also performing TIP4P calculations, 
argued that the critical point should be located at -200 MPa but otherwise agreed on 
the polyamorphic nature of low temperature water. 

While water provides the best studied, and least ambiguous case of solid 
polyamorphism, there are a number of other cases which show comparable but less 
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sharply defined behavior. Almost all of these are systems with low coordination 
number open network as their low pressure ground state structures. An interesting 
exception would be the case of the organic liquid triphenyl phosphite, though the 
true polyamorphic character of the "glacial" phase remains to be properly established 
(39). 

Polyamorphism vs. hysteretic relaxation in tetrahedral glasses 

Since the discovery of polyamorphism in amorphous solid water, much attention has 
been given to related structural transitions in other tetrahedral systems. The two 
classic examples are S i0 2 and Ge0 2 . Here we consider the observations on these two 
systems and two other recently studied materials, BeF 2 and GaSb, to see how 
generally the description "polyamorphism" can be applied. Alternative descriptions 
will be discussed along with observable characteristics that might be helpful in 
characterizing the nature of the various transitions. 

In the liquid phases, both S i0 2 and Ge0 2 exhibit the anomalous pressure 
effect on viscosity for which water is considered remarkable, and S i 0 2 also exhibits 
a (weak) density maximum. As suggested by these similarities, both S i0 2 and Ge0 2 

glasses exhibit rather abrupt increases of density on sufficient compression, which 
reverses hysteretically on decompression. However, the transition in these cases 
observed at room temperature is much more gradual than the analogous transition 
observed in amorphous ice at low temperatures. The recent measurements on BeF 2 

(40) and GaSb (41, 42, 43) also show gradual behavior similar to that found in silica 
and germania. 

To illustrate these differences, we compare in Fig 2. the different pressure-
volume relations using a scaled variables representation in which the reference state 
is the volume at the pressure where densification is completed and the 
compressibility returns to a normal solid state value. Data are shown for H^O, Ge0 2 , 
and BeF 2 glasses. Silica is not included because the equation of state (44) has not 
been determined in the region of pressure where Brillouin (45), Raman (46), JR (47), 
and x-ray (48) studies all show the structural changes to occur. However, qualitative 
models based on these spectroscopic studies indicates a more gradual transition that 
is observed in other tetrahedral systems. Of these three systems shown, Ge0 2 at 298 
K and Kfl at 130 K show a spontaneous reversion to the low density form on 
decompression. BeF 2 at 298 K does not, though this may be a function of the 
temperature of study, since HDA water does not revert to L D A water when the 
temperature of the cycle is 77 K. 

The differences in abruptness of conversion from low density to high density 
forms and vice versa, which distinguish Hfi from its four structural homologues, 
raises an important question: are the more gradual transitions in Si0 2 , BeF 2, Ge0 2 

and GaSb sufficient to warrant description as polyamorphic changes, or should a 
continuous relaxation (e.g. a two-state exchange mechanism (49)) description be 
used? Is the cooperativity of the process in the latter cases, unlike the H p case, 
insufficient to generate a first-order transition? It is notable that in the case of EL^O 
the coordination remains tetrahedral throughout the transformation from L D A to 
HDA. In Ge0 2 and S i0 2 cases, on the other hand, a transformation involves a change 
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1.8 
^HsO 
*> BeF, 

2 

Figure 2. High density 
(HD) scaled pressure-
volume equation of state for 
compression and 
decompression of HjO (4), 
Ge0 2 ((52), and BeF 2 (40). 
The arrows (i) indicate the 
onset for transformation 
during compression. 

0.8 
o.o 0.5 1.0 1.5 2.0 

p/p, HD 
in cation coordination number from four to six. In BeF 2, the nature of the cation 
coordination through the transition is unknown, though computer simulation studies 
would suggest it is similar to that in S i0 2 (50). Solid state N M R work is currently in 
progress to elucidate the structural nature of this transition (51). 

A relatively large volume change is associated with the collapse of 
tetrahedral network glasses. In order for these volume changes to be first-order 
"like", the transition must have a high degree of cooperativity. Therefore, it may be 
reasoned that the degree to which the structure is disordered may be an important 
consideration in cooperativity among solid state transitions. In tetrahedral glasses, 
the first cation coordination sphere is typically regular tetrahedra with small 
distributions in local bond distances and angles. The disorder becomes pronounced, 
however, in the second coordination sphere or the linking together of tetrahedra. 
Inter-tetrahedral angle distributions are shown in Fig 3 for amorphous Ge0 2 (2), 
S i 0 2 (52), BeF 2 (55, 54, 55), and Hfi (56). Amorphous ice is shown to have a 
narrow distribution and exhibits a cooperative first-order transition when 
compressed isothermally. Ge0 2 , on die other hand, has a wider distribution of 
intertetrahedral angles and thus behaves less cooperatively, showing a gradual 
structural change upon compression. This trend is followed in S i 0 2 and BeF 2, which 
show even more gradual transition regions. The limit to cooperativity can be seen in 
the crystal-to-amorphous transition of analogous compounds. In hexagonal (Jh) and 
cubic (Ic) ice, the crystal-amorphous transition is first-order (57, 58), however, in 
other tetrahedral systems die transition is often considerably broadened (59). The 
lack of first-order behavior in all crystal-amorphous transformations indicates that 
other factors besides cooperativity must play a role in the transition. The enormous 
volume collapse, and hence stresses, that accompany the structural change likely 
inhibit a coherent change at these relatively low temperatures, where atomic 
mobilities are low and the shear strength is high. The change in cation coordination 
of Ge0 2 and S i 0 2 (quartz crystal and glass) at high pressure results in a collapse of 
individual tetrahedra. However, if the yield strength of the material is high, the 
surrounding tetrahedra may not coherently collapse. Rather, a localized volume 
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Inter-Tetrahedral Angle 

Figure 3. The population 
distribution of inter-tetrahedral 
angles for Ge0 2 , S i0 2 , BeF 2, and 
H 2 0 is shown. For Ge0 2 , S i0 2 , 
and BeF 2 information is 
extracted from x-ray (48,55), 
N M R (52), Raman (2, 46), and 
neutron (54) experiments. The 
distribution for H^O was taken 
from computer simulations (56). 

collapse of a tetrahedral unit in the amorphous network would temporarily cause a 
pressure gradient with the high density material being at a lower pressure than the 
surrounding low density material. If this hypothetical scenario were true, it could 
easily be tested by increasing the temperature to a region where the material has a 
minimum shear strength. Evidence for heterogeneous pressure comes from the 
gradual nature of volume changes in higher strength materials. For example, high 
coordinate phases have been predicted and experimentally shown to have lower yield 
strengths than the corresponding tetrahedral phase (60). In Ge0 2 , the compression of 
the tetrahedral phase has a more gradual transition ( ,vGe - ^Ge) than that observed in 
the reversible decompression CGe-'Ge) (61, 62). This could be attributed to the 
lower yield strength and a smaller inter-tetrahedral distribution of the high density 
phase. 

The notion of pressure-induced heterogeneity in the amorphous state is 
certainly not novel. At low temperatures, especially below the glass transition 
temperature, a quasi-thermodynamic transition can be suppressed to allow 
metastable pressurization of the low-density polymorph into the stability field of the 
high-density polymorph. The ultimate limit of this metastability is at the spinodal P-
T line where no thermodynamic barrier to the transformation exists. If a mechanical 
instability were related to a critical inter-tetrahedral angle, then the distribution 
displayed in glasses could cause varying regions of the sample to transform at 
different pressures with the high yield strength enabling the support of 
heterogeneous domains. The large volume change would cause a reduced pressure, 
therefore, providing heterogeneity in the structure and pressure throughout the 
sample. This indicates that pressure may no longer be a good thermodynamic 
variable (P j n t * PCTt) in glasses with high yield strengths, even under hydrostatic 
compression. 

Despite the qualitative evidence and explanations we have presented, it is not 
possible, given the current experimental data, to discern the mechanisms of 
structural transitions in Si0 2 , Ge0 2 , BeF 2 and other tetrahedral network glasses. 
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Unlike amorphous ice, none of these systems displays a visually observable phase 
separation through the transition region (2). The only evidence for any structural 
heterogeneity is the increase in parasitic (Mia) visible light scattering during 
Brillouin and Raman experiments in the diamond anvil cell throughout the pressure 
region of the structural change. Such an increase in light scattering is consistent 
with the nucleation and limited growth of a large number of small domains. It is 
interesting to note that Kivelson (39) observed a similar increase in turbidity in 
phase-separated triphenyl phosphite. Taken together, the experimental data certainly 
does not rule out polyamorphism in tetrahedral glasses. If yield strength is an 
important material consideration, as we suppose it is, then it is not unreasonable to 
suggest that a new phase may be nucleating, but is prevented from growing at an 
appreciable rate because of a high strength network surrounding it. At the same 
time, one cannot rule out the possibility of a continuous structural relaxation 
process. Computer simulations in the liquid state of tetrahedral networks, however, 
indicate evidence for liquid-liquid phase separation. Complementary experiments 
are underway in our laboratory that will help resolve the underlying nature of these 
glassy state transitions and provide a test for the validity of the above arguments for 
inhibition in the glassy state polyamorphism. A most conclusive experiment would 
be to measure the equation of state of one of these materials at temperatures above 
T g and below T c. Experimentally, this is most feasible in the Ge02 and BeF2 systems 
because of the lower T g and moderate pressure range for the transition. 

Conclusions 

A review of polyamorphic behavior in known systems is given. Possible reasons for 
the large variation in transition behavior in similar network glasses are discussed. 
Cooperativity, material yield strength and the percent volume collapse are proposed 
to contribute to the inability of network glasses to exhibit true first order phase 
transitions. 
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Chapter 17 

Facts and Speculation Concerning Low-Temperature 
Polymorphism in Glass Formers 

Daniel Kivelson1, J.-C. Pereda1, K. Luu1, M. Lee1, H. Sakai1, A. Ha1, 
I. Cohen1, and Gilles Tarjus2 

1Department of Chemistry and Biochemistry, University of California, 
Los Angeles, CA 90095 

2Laboratoire de Physique Theorique des Liquides,Université Pierre et Marie 
Curie, 4 Place Jussieu, 75252 Paris Cedex 05, France 

We have studied a low-T, "apparently-amorphous," rigid phase which is 
distinct from the glass and forms via a first order transition from the 
supercooled liquid at T's above T g in the fragile glass-former triphenyl 
phosphite. We speculate that this phase may not be truly amorphous (but 
perhaps a mesoscopically modulated defect-ordered phase), that it may 
occur in all glass-formers (although not readily recognizable if the 
transition temperature lies below T g ) , and that it might be the source of the 
giant "Fischer clusters" observed in orthoterphenyl and of the HDA phase 
of H 2 O . 

Discussion. In common with the work reported by Stanley(7) and by Yarger(2) at 
this symposium, we have been probing the metastable, "apparently" amorphous 
phases (distinct from the glass) that have been found in glass-forming systems at 
temperatures below the melting point. Whereas the other two talks are focused on 
liquids such as H 2 O and Si02 that form tetrahedral networks, we focus on "fragile" 
liquids which do not form such networks.f3-5) This general phenomenon has been 
called(o'-il) "polyamorphism" or simply "polymorphism;" although we have 
previously made use of die first of these terms, we have difficulty accepting it because 
we retain some doubt, as explained below, that these low-T phases are all truly 
amorphous, and for this reason we denote them as "apparently-amorphous.'Y 10,11) 
This ambiguity arises because, although in large-angle x-ray studies the low-T phase 
appears to be amorphous, inconclusive low-angle x-ray studies leave the impression, 
as does the frustration-limited domain (FLD) theory mentioned below, that the low-T 
phase may not be truly amorphous. 

Our interest in these low-T phases arises from the very fact that they have been 
discovered(4-26) and are not yet well-understood, as well as from the fact that they 
may be the phases that have been predicted by the reeentiy introduced FLD theory as a 
necessary consequence of the behavior of supercooled liquids.f27,28) The FLD 
theory suggests that the low-T phases are defect-ordered with supermolecular {i.e., 
larger than molecular or mesoscopic) characteristic lengths.(29,J0) Whether these 
theoretically predicted phases are the same as those we have denoted as the observed 
"apparently-amorphous" phases has not as yet been determined. We shall say more 
about this below. 

224 © 1997 American Chemical Society 
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17. KIVELSON ET AL. Low-Temperature Polymorphism in Glass Formers 225 

This low-T phase phenomenon involves a transition from supercooled liquid to 
an apparendy-amorphous (rigid/solid) phase which we have calledfiOj, perhaps 
unfortunately, the "glacial phase." The glacial phase is to be distinguished (as 
explained below) from the "glass" which is distinctly amorphous, and of course, from 
the normal crystal which has clear long-range order. A glass is a supercooled liquid 
that has been cooled below the temperature known as the "glass-transition 
temperature," T g ; below T g some relaxation processes (a-relaxations) are too slow to 
allow the liquid to equilibrate in the experimentally available time. Formation of a glass 
at Tg does not involve a true phase transition because if the experimental time is 
increased, T g is decreased.f5-5) We, therefore, expect the glass (below T g ) to have 
much the same amorphous structure as the supercooled liquid just above T g . The 
liquid to glacial phase transition, however, seems to be a true first order transition, 
and at least for systems such as that we have studied, takes place at temperatures well 
above T g where the liquid, though quite viscous, still flows and relaxes readily in 
ordinary experiments.f 10) An interesting aspect of this is that the transition 
temperature, T D , at which the supercooled liquid transforms to the glacial phase, may 
lie above T g in some systems and below in others. Indeed, we have ionnd( 10,11) T D 
> T g in triphenylphosphite (TPP), and in this article we present evidence for why we 
believe Try may possibly also he above T g in H 2 O , but below T g in orthoterphenyl 
(OTP). Of course, below T g equilibration occurs so slowly that if To < T g , the 
supercooled-to-glacial-phase transition is not likely to be found; however, as we 
discuss below, ubiquitous impurities which dissolve preferentially in the glacial phase 
could broaden the transition range sufficiendy that a small degree of two-phase 
coexistence might be observed above T D (and T g ) with the amount of glacial phase 
decreasing with increasing T. With this in mind, we hypothesize that the large 
elusters(Jl) reported in supercooled OTP (and in several other supercooled liquids as 
v/eU)(32-36) could be examples of what might be called macroscopic "impurity-
stabilized glacial inclusions" at temperatures above T D , ie., at T > T g > T D . 

There is also the possibility that the low-T phases reportedfi,2,4-9,12-26) in 
tetrahedrally networked fluids may be related to die glacial phase, In Fig. 1 we 
present a speculative schematic phase diagram for TPP and OTP, while in Fig. 2 we 
draw what is believed to be the corresponding diagram for H 2 O . We find it intriguing 
to associate the low-density amorphous phase (LDA) and the high-density amorphous 
phase (HDA) of H 2 O with the supercooled liquid and glacial phase, respectively, of 
TPP.(37-39) More generally we speculate that the low-T apparendy-amorphous 
glacial phase is actually a defect-ordered (metastable) phase to which (in accordance 
with the FLD theory) all supercooled liquids (barring crystallization) convert at 
sufficiendy low 1.(27-30) The presumed necessary existence of this low-T phase 
may, among other things, explain the avoidance of the Kauzmann catastrophe, i.e., 
the apparent violation of the third law found by extrapolating heat capacity data of 
supercooled liquids to T's below Tg.(40,41) 

Here we feel justified in presenting a rich blend of speculation and experimental 
results because the phenomena discussed have as yet been only marginally studied, 
and models, even though tentatively presented, are required in order to give direction 
to future studies. 

Experimental Overview. Our experimental studies have been focused primarily 
on the fragile glass-former triphenyl phosphite (TPP).(10,11) This liquid is readily 
supercooled below its melting point ( T m « 295 K), but at about 238 K it usually 
crystallizes. However, if the sample is quick-quenched to T's below about 230 K , 
crystallization can be delayed for long periods of time, the delay increasing markedly 
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226 SUPERCOOLED LIQUIDS 

Fig. 1. Hypothesized Schematic Phase Diagram for Metastable TPP and OTP. 
Capitals indicate stable phases, underlined labels indicate metastable phases (sc-liquid 
being the supercooled liquid), and met-phases are phases that are metastable not only 
relative to the stable but to an underlined metastable state as well. Note that the 
apparent quadruple points connect phases of different relative stability. 

Fig. 2. Hypothesized Schematic Phase Diagram for Metastable H2O. Capitals 
indicate stable phases and underlined labels indicate metastable phases. Note that the 
apparent quadruple point connects phases of different relative stability. 
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for decreasing T. In fact, below 230 K crystallization, when it occurs, appears to be 
heterogeneous, starting on the container walls, at vapor-liquid interfaces, and on 
various immersed objects. At temperatures between about 221 K and 213 K the liquid 
TPP appears to undergo a first order transition to a solid phase which we have denoted 
the glacial phase. The transition has been observed in several ways which have been 
reported in detail elsewhere;(70,li) here we merely summarize some of our results, 
both those already published and those based on our more recent, continuing studies. 

Turbidity. One can determine the turbidity of a sample by measuring the intensity of 
the transmitted light, and one finds that with time liquid TPP at about 213 K turns 
more and more turbid; after about 4 hr the sample turns nearly opaque. 
Astonishingly, during the next 4 hr the sample "clears up," but the system is now 
rigid and sometimes exhibits cracks. We believe that the increasing turbidity is due to 
the formation of increasing numbers and size (diameters of the order of the wavelength 
of visible light) of glacial phase "clusters" and that the subsequent clearing occurs 
because the clusters coalesce into a homogeneous solid glacial-phase mass. At slightly 
higher T, at about 219 K, the entire process is accelerated and the clearing is less 
complete, i.e.9 the system remains slightiy turbid. The acceleration is presumably due 
to the fact that in the less viscous liquid dynamical processes are speeded up; the lack 
of complete clearing is attributed to incomplete conversion of the liquid to the glacial 
phase, i.e.% to less conversion at higher T. We dispel the possibility that the remnant 
turbidity (due to small dispersed liquid regions) that is found in the glacial phase when 
formed at higher T might be a consequence of poor structural ordering due to rapid 
phase transformation (and not to lower glacial/liquid ratios) by showing that the very 
clear glacial sample (formed at 213 K) became shghtiy turbid when warmed to about 
220 K. Thus we interpret these turbidity data in terms of a liquid-glacial equihbrium, 
not just at a single phase transition temperature To, but one that has been spread over 
a temperature range from about 213 K to 222 K, with higher amounts of glacial phase 
at lower T. The turbidity experiments indicate that the two coexisting phases are 
interdispersed, but that the regions of uniform structure must be quite large, many of 
them being comparable in diameter to the wavelength of visible light. These uniform 
regions can be denoted as clusters, giant clusters since they consist of billions of 
molecules. Particularly when the amount of glacial phase is small, it is useful to think 
of the separate regions of glacial phase as "clusters," small ones in the sense that they 
are dispersed and give rise to turbidity, but gigantic in the sense that they are actually 
macroscopic one-phase regions. What is of particular interest to us here is that the 
coexistence of glacial and liquid phases found between about 213 K and 222 K seems 
to be an equilibrium (or very long-lived) phenomenon. 

Most of our turbidity experiments were not sensitive to very small amounts of 
glacial clusters that might be present, and so it is possible that the temperature range in 
which small long-lived concentrations of clusters may exist is actually much broader 
than indicated above. Although here we are primarily concerned with apparent 
equiHbrium properties, and not the dynamical ones, the rate of crystallization relative 
to that of glaciation can have great impact on our results, in particular, it might mask 
the presence of low concentrations of glacial clusters because such low concentrations 
of glacial clusters appear to catalyze heterogeneous crystallization. We reach this 
conclusion by noting that glacial samples that have been heated very slowly crystallize 
rather efficientiy above 225 K, whereas liquid samples that have been quick-quenched 
to 233 K and then slowly cooled do not crystallize at all above 221 K , and they 
crystallize below 221 K only after exhibiting initial glacial phase growth. Interestingly, 
in some glaciated samples (but in samples of questionable purity) that have been 
rapidly heated above melting, we have observed (by means of light scattering) very 
low, but finite concentrations of long-lived giant clusters .(11) 

These turbidity studies leave us with the question of why the apparentiy first 
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order liquid-glacial phase transition should be spread over a temperature range, 
thereby behaving like a chemical equilibrium between solid-like giant clusters and 
molecularly dispersed liquid. It is difficult to envisage such a chemical-like 
equilibrium, involving such huge clusters, as evolving from the rather weak 
intermolecular forces unless these forces coordinate into a collective role such as in a 
phase transition. But if indeed the cluster formation is driven by a phase transition, 
then except at the transition temperature T D , one should find only one phase or the 
other, not both, since the pressure is relatively unchanged in our experiments. Of 
course, if there is an impurity that dissolves differentially in the two phases, then the 
transition may be spread over a temperature range, and small concentrations of one 
phase (glacial, but now impure) may appear as dispersed, small, but macroscopic 
clusters. We chose to call these "impurity-stabilized macrscopic clusters or 
inclusions." Relatively low dopant levels could account for low cluster concentrations 
at temperatures quite far from T D . If a dopant were to dissolve preferentially in the 
glacial phase, small concentrations of this dopant would give rise to low 
concentrations of impurity-stabilized macroscopic clusters at temperatures well above 
T D . 

Calorimetry. We carried out a number of studies to confirm that the supercooled-
liquid-to-glacial transition was indeed first order. A liquid TPP sample was first 
brought to 213 K, allowed to glaciate, and then heated at 1 K per min, while another 
sample was brought to 213 K, merely allowed to equilibrate thermally for a few 
minutes, and then heated at the same rate.fi I) The glaciated sample underwent a clear 
calorimetric and visual transition to the crystal at about 230 K, while the liquid sample 
turned to crystal at about 225 K. Similar results were obtained by von Miltenburg and 
Bok in their more precise adiabatic calorimetric studies.f42) We have described our 
calorimetric studies elsewhere,(70,77) but since the observations depend at least as 
much on dynamic as on thermodynamic features, here we focus on the fact that there 
are indeed differentiating thermodynamic signatures for the three phases: supercooled 
liquid (and glass), glacial, and crystal. 

Despite our focus on thermodynamics, we wish to comment further on the 
dynamical behavior of crystallization. Above we proposed that the presence of glacial 
clusters might catalyze crystallization, and yet the calorimetric studies indicate that 
crystallization of unglaciated liquid occurs at a lower T than that of glacial phase. We 
believe that on the time scale of our calorimetric experiments the liquid has probably 
glaciated slightiy and that the glacial clusters readily nucleate crystallization, whereas 
die glacial samples do not crystallize directiy and must first melt appreciably before 
helping the liquid to crystallize. In this connection it is interesting that a liquid TPP 
sample equilibrated for about 20 min at 218 K and then brought to 223 K, crystallized 
in a few hours, whereas a similar sample equilibrated at 218 K for only 3 min did not 
crystallize at 223 K. Note also that when plunged into a bath at a T above the crystal 
melting point, a glacial sample originally at 213 K first crystallizes and then melts, 
whereas a liquid sample prepared at 213 K and not given time to glaciate before being 
plunged into the bath, does not crystallize at all. 

Density. We find that the glacial phase is denser than the crystal phase.fi/) This 
conclusion is based upon the observation that test tubes filled with glacial phase break 
when heated slowly, presumably because of the conversion of one rigid phase 
(glacial) to a less dense, rigid one (crystal). 

N M R . To make sure that at the molecular level the three phases are truly different, 
we examined their N M R T i relaxation times and their x-ray scattering.fi i ) We 
prepared glacial and liquid samples, as described above, but instead of heating them at 
a constant rate, we quenched them to T's below T g « 180 K; the supercooled liquid 
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then became, by definition, a glass. We also took the crystal down to this low T. 
Each sample had a different phosphorus spin-lattice relaxation time (Ti), a fact that 
demonstrates that the three phases (crystal, vitreous and glacial) are distinct; this is 
especially interesting because it indicates that the glass (vitreous phase) and the glacial 
phase are distinct. 

x-ray. The x-ray data were, at first glance//7) less revealing than the N M R data. 
The x-ray pattern of the crystal (powder) revealed a full panoply of sharp rings (Bragg 
peaks), but the glacial phase was similar (though not identical) to the glass which was 
itself quite similar to the liquid at higher T's. These x-ray data justify the use of the 
term "amorphous" for the glacial phase, as well as for the glass and liquid, but they 
give little motivation for our addition of the modifier "apparentiy" in the term 
"apparendy-amorphous" introduced above. A theoretical reason, mentioned above, to 
keep this modifier is that one might expect a low-T defect-ordered phase to have 
scattering patterns that could be difficult to interpret and which, under low-resolution 
and low sensitivity, might appear amorphous. As an example, these defect-ordered 
phases could be composed of one-dimensional mesoscopically-modulated structures, 
such as striped phases or density waves with supermolecular wavelengths/29,30) For 
the present, at least, we believe that the question of whether the TPP glacial phase is 
"amorphous" or "apparently-amorphous" remains open. 

Impurities. We have examined the role of impurities in TPP, in particular that of 
phosphoric acid, H3PO4, which seems to be present in many TPP samples. Instead of 
pursuing the difficult (and possibly unattainable) goal of obtaining a pure sample, we 
decided to study the effect of heavy doping with phosphoric acid. To date these 
studies have been merely exploratory and as yet inconclusive. However, heavily 
doped samples in which die phosphoric acid was well dissolved, did not glaciate (nor 
crystallize), but remained liquid even at 218 K; it is possible that the phase transition 
temperature To has been lowered below T g by preferential distribution of phosphoric 
acid in the liquid phase, or at least lowered below the point where the dynamics are 
sufficiendy rapid for glaciation to be observed. These experiments are continuing. 

Although our understanding of the role of impurities is fragmentary and although 
impurities do not seem to affect the viscosity appreciably, they do affect the nature of 
the glaciation transition. As discussed above, impurities could account for the 
temperature spread over which glacial/liquid equihbrium is observed. In particular, 
impurities could account for the stabilization of limited macroscopic amounts of glacial 
phase (clusters) by attributing their formation to the collective effects of phase 
formation, and attributing the limitation of their growth (as a function of temperature) 
to the presence of impurities. As a next step, we hypothesize that the giant clusters 
(Fischer clusters) reported in orthoterphenyl (OTP) by Fisher and coworkers^?/) 
may also be impurity-stabilized glacial-phase fragments, but that in OTP the transition 
temperature To < T g ; in this case, the transition would have been broadened above 
Tp, even above T g . This could occur if the dopant dissolved preferentially in the 
glacial phase of OTP. Although the samples of OTP used by Fischer and 
coworkersfiij were highly purified and carefully handled, it would not take much 
impurity (perhaps even a small level that always tends to build up either through 
decomposition or polymerization or leaching from the container walls) to stabilize 
glacial-phase clusters at the very low cluster concentrations that were observed. It 
should be noted that the possibility that these large OTP clusters are large dielectric 
fluctuations associated with the approach to a low-T critical point (i.e., to a continuous 
transition point) is negated by the observation that cluster-free OTP samples can be 
produced, and that it is only after clusters are initially produced via an apparentiy 
heterogeneous process that they seem to persist in equilibrium with the liquid;(52-5f5) 
this is indicative of a high barrier for glaciation, a property associated with first order 
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transitions. It would appear that once the clusters are formed, they serve as catalyst 
for glacial nucleation thereby enabling the equihbrium at different temperatures to be 
readily established. 

Experimental problems. Our experiments on TPP have a level of irreproducibility, 
largely associated, we believe, with the not-always-predictable nor controllable onset 
of heterogeneous crystallization, in part due to impurities/ 10,11) A more detailed 
analysis will be published elsewhere. Despite the current level of irreproducibility, 
emphasized by the imprecision with which actual numbers are presented in this article, 
we believe the general information reported here to be robust. 

Our current low-angle x-ray studies remain the most tantalizing and incomplete 
part of our study. With temperature control inadequate for phase transition studies and 
with limited access to the diffractometer, we have been able to obtain only limited 
scattering data on poorly characterized glacial-liquid TPP mixtures. 

We have yet to check for anisotropy. 

Theoretical Overview. Hie frustration-limited domain (FLD) model predicts a 
defect-ordered phase at low temperatures, a phase that appears to be a modulated low-
dimensional phase with mesoscopic (supermolecular) correlation lengths/27-30) We 
have hypothesized that die glacial phase in TPP is such a phase. Within the model, the 
liquid phase, when supercooled well below the crystal melting point, consists of 
random supermolecular domains, and the glacial phase is a phase in which these 
domains are somehow ordered. The FLD model ties these two phases together 
intimately. If this model, and its application to TPP, are valid, then the glacial phase is 
not truly amorphous, and so, in the framework presented, is at most "apparently 
amorphous;" the x-ray data are, as yet, inconclusive on this point. (A recent computer 
simulation of the FLD model by P. Viot and G. Tarjus exhibits a low-T striped 
phase.) 

We have hypothesized further, based only on analogy, that the low-T non-
vitreous forms of H 2 O , Le., the H D A form, and other tetrahedrally networked liquids 
are also glacial phases, as described above. See Fig. 2. We have attributed the 
broadening of the liquid-glacial transition over a range of temperatures to the presence 
of nearly ubiquitous impurities, and within this picture we can offer a rationalization 
for the existence of giant Fisher clusters/J/-56) Although this latter description has 
yet to be dkeetiy tested experimentally, it provides an explanation for the formation of 
such large clusters, which are presumably held together by relatively weak 
intermolecular forces, by attributing the stability of die cluster to the collective effects 
associated with a phase transition, the phase growth limited by the presence of 
impurities. 

Caution. The picture that we have drawn of the existence and properties of the 
glacial phase, of the glacial phase's universal connection to supercooled liquids, and 
of its role (stabilized by small amounts of impurity) in accounting for the macroscopic 
clusters that have been observed at T's above To, is a reasonable one, and currentiy 
the only one. But it clearly has a way to go before it is either verified or contradicted. 
We hope that the picture may serve as motivation for future study. 

The FLD theory upon which our picture is based is built upon a model of a 
critical system subjected to long-range, weak frustration which causes the critical 
point, T*, (which lies above the crystal melting point) to be avoided; T* becomes the 
crossover point above which the liquid dynamics are molecular and below which they 
are coUective/27,25) In the only specific model of this kind that has been solved to 
date, that of the frustrated spherical model/29) the transition to the modulated phase 
is continuous, and not, as observed, first order. It is possible that models not built on 
a lattice would yield first-order transitions. It is also possible that if the pressure were 
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added as a field variable it would convert the transition to a first-order one. 
Quite different pictures are also possible. If the low-T phase, in particular the 

glacial phase of TPP, is truly amorphous so that the liquid-glacial transition is truly an 
example of polyamorphism, then the relevant properties are controlled by low-T 
critical points and spinodals.f37-39) We have avoided reference to these phenomena, 
so the termination points of the phase curves in Figs. 1 and 2 do not necessarily have 
any significance. 
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Chapter 18 

Phase Diagram for Supercooled Water 
and Liquid-Liquid Transition 

Hideki Tanaka 

Department of Polymer Chemistry, Graduate School of Engineering, 
Kyoto University, Sakyo, Kyoto 606-01, Japan 

Molecular dynamics simulations have been carried out at constant 
pressure and temperature to examine phase behaviors of supercooled 
water. The anomalies of supercooled water in thermodynamic 
response functions at atmospheric pressure, the phase transition 
between low and high density amorphous ices (LDA and HDA) and 
a fragile-strong transition are accounted for by reconciling an idea 
introducing a second critical point separating L D A and HDA ices 
with a conjecture that L D A is a different phase from a normal water, 
called water II. It is found that there exist large gaps around 
temperature 213 K in thermodynamic, structural and dynamic 
properties, suggesting liquid-liquid phase transition. This transition 
is identified as an extension of the experimentally observed L D A 
-HDA transition in high pressure to atmospheric pressure. In a new 
phase diagram, a locus of the second critical point is moved into 
negative pressure and the divergences are accounted for in terms of 
the critical point and the spinodal-like instability. 

Water exhibits various anomalies in thermodynamic response functions such 
as heat capacity and isothermal compressibility. The heat capacity at constant 
pressure in ambient temperature is large compared with other liquid. The 
isothermal compressibility has a minimum around 319 K . Below this temperature, 
water becomes more compressible liquid as decreasing temperature (1). Those 
properties in supercooled state tend to diverge with a power law behavior when 
approaching to Ts, 228 K (2). Before reaching the divergence temperature, water 
always nucleates. The experimental limit of supercooling is Ti (233 K) at 
atmospheric pressure. Therefore, it is impossible to investigate experimentally what 
happens at molecular level near Ts. 

These anomalies have been accounted for by various ideas and conjectures. 
Among them, the most notable one was due to Speedy, which is called "stability-
hmit-conjecture" (3). He explained the divergence of thermodynamic properties in 
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supercooled state in conjunction with the liquid-vapor spinodal. The liquid spinodal 
line begins at the liquid-gas critical point. In temperature-pressure plane, mis line 
decreases monotonically with decreasing temperature and goes into negative 
pressure. The liquid spinodal line has a minimum at negative pressure and passes 
back to positive pressure as the temperature decreases further. The anomalous 
thermodynamic behavior of liquid water in the low temperature region can be 
related to such a reentrant spinodal line, where the thermodynamic properties 
diverge like approaching to a critical point. The metastable supercooled water is 
necessarily changed to stable ice below this temperature according to the stability 
limit conjecture. 

Poole et al carried out molecular dynamics (MD) simulations over a wide 
range of stable, metastable and unstable liquid-state points to find a reentrant of the 
spinodal line (4). But the liquid spinodal line decreases monotonically with 
decreasing temperature and does not reenter into the positive pressure region. 
Instead, they found a second critical point. They located the second critical point at 
around 120 MPa and concluded that the anomalies are related to the second critical 
point from which an L D A (low density amorphous) - HDA (high density 
amorphous) phase boundary appears (5). The phase diagram they proposed 
suggests that if crystallization does not intervene, supercooled water is further 
cooled to L D A without a phase transition. 

L D A at 0.1 MPa is hard to be prepared by an ordinary method but can be made 
by hyperquenching or compres si on-decompres si on of ice. The glass transition 
temperature was observed at Tg, 136 K (6). L D A becomes liquid above Tg. When 
heated further, L D A changes to cubic ice above Ti, 150 K (7). Therefore, it is again 
impossible to examine the origin of the divergence from lower temperature side. At 
high pressure, L D A - H D A transition was experimentally observed. It exhibits 
pressure-hysteresis and is therefore first order phase transition (8). M D simulations 
successfully reproduced this transition (9). This ensures that die intermolecular 
interaction for water is sufficient to describe the low temperature and high pressure 
behaviors of water although temperature and pressure must be shifted to some 
degree when compared with experiment. 

Speedy proposed the other conjecture that L D A has no continuous path from 
normal water at atmospheric pressure (10). L D A and HDA are liquid above Tg; the 
former is called "water II", which is a different phase from normal water. The free 
energy difference between L D A and ice at temperature T is assumed simply by 
AG (T) <AH(Ti) - T AS(Ti) where the entropy difference AS(Ti) is unknown but the 
enthalpy difference AH(Ti) has been reported (7). Hie free energy of normal 
supercooled water above Ti can be calculated from the experimental heat capacity. 
If those two lines touch in a narrow region between Ts and 7a, a first order 
transition occurs, which may not be observed experimentally. However, AS(Ti) 
must be much smaller than the estimated value from the model calculation. If it is a 
litde larger, two free energy lines have an intersection above Ti implying first 
order phase transition, which should be detected in laboratory experiment. But it 
has actually never been observed and the first order transition was rejected. Thus, 
L D A has no thermodynamically continuous path to normal water. 

In order to examine the phase behavior of liquid water, Poole et al (11) and 
Borick et al (12) developed a lattice gas-like model setting up a relevant partition 
function. Those model calculations predict two different phase diagrams depending 
on the magnitude of hydrogen bond energy as an input parameter. Thus, these 
calculations contribute significantly to our understanding of the origin of the 
anomalies of supercooled water. But the problem as to the thermodynamic 
continuity of supercooled water down to L D A is not resolved by those studies. 
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Supercooled liquids are classified into strong and fragile liquids in temperature 
dependence of viscosity. Strong liquid has an Arrhenius type temperature 
dependence while viscosity of fragile liquid against temperature is described by 
VTF equation (13). Stillinger accounted for strong-fragile character in terms of a 
topography of potential energy surfaces (14). Strong liquid has a uniformly rough 
potential surface. On the other hand, a potential surface for fragile liquid is 
complicated; there are small potential energy basins inside a large crater. Potential 
energy surface that the trajectory cover depends on die temperature in fragile liquid. 
Water in normal supercooled state clearly belongs to fragile liquid. Angell 
proposed that if water II is a distinct phase, it could be strong liquid (13). 

In order to gain insight into potential energy surfaces and strong-fragile 
classification, "quenching" turns out to be a useful tool (15). The trajectory moves 
in the configuration space as time elapses. A collection of the coordinates 
correspond to a certain point in configuration space. Starting from a point at any 
instant in configuration space, it is possible to find the corresponding local 
minimum, which is called inherent structure or Q-structure. With die aid of this 
concept, molecular motions can be described by the vibrational motions inside a 
potential well and a transition from one minimum to another. The free energy of a 
system is given as well by sum of the potential energy of the minimum, vibrational 
free energy inside the basin and the number of the minima. 

In the present study, M D simulations are carried out at constant temperature 
and pressure in order to solve the problem as to whether a continuous path between 
supercooled water and L D A exists and to reconcile various conjectures with 
experimental evidence on the origin of the divergences at Ts. The difference from 
previous simulation study consists mainly in ensemble and simulation time. This 
difference gives rise to different phase behaviors. To justify the newly proposed 
phase diagram, various quantities are calculated and a self-consistency check is 
made in terms of Q-structures and the potential energy surfaces. 

Results and analyses 

M D simulations are performed at various temperatures. The pressure is fixed to 0.1 
MPa using Nose-Andersen's constant temperature-pressure method (16,17). The 
number of molecules N is set to 216. The intermolecular interaction is described by 
TEP4P potential (18), which is truncated smoothly at 8.655A. The long range 
correction for Lennard-Jones part is made. The simulation time ranges from 1 ns to 
20 ns, depending on temperature. Those longer runs together with a different 
ensemble may predict a different location of the critical point. This in rum leads to 
a different phase diagram. A new phase diagram is proposed. To confirm this, 
other two sets of M D simulations are carried out where the pressures are set equal 
to ±200 MPa. 

The potential energies of instantaneous (I-) structures are plotted in (Figure 
1 (a)). The individual point is an average over 500 configurations. To remove a 
trivial temperature dependence, harmonic energy, 3RT, is subtracted. The potential 
energy decreases almost linearly as decreasing temperature from room temperature 
to 233 K . There is a large gap in potential energy between 233 and 213 K . The gap 
is twice as large as the energy difference extrapolated from the slope. On the other 
hand, the potential energy change is small below 213 K . A fairly abrupt change at 
+200 MPa is again seen between 193 and 173 K. The difference is somewhat 
smaller compared with that at 0.1 MPa. On the other hand, the potential energy at -
200 MPa changes continuously with temperature. Those seem to suggest a liquid-
liquid transition in high pressure but no transition in negative pressure. 
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The energy decrease (Figure 1 (a)) arises from decrease in both the 
anharmonic energy and the energy of ground state (Q-structure). The potential 
energies for Q-structure are give in (Figure 1 (b)). An interesting feature is die fact 
that the potential energy significantly decreases with decreasing die temperature in 
the range from 298 K to 233 K. This leads to a conclusion that water in this 
temperature range is a fragile liquid. Liquid water at room temperature has a 
continuous path to a supercooled state down to 233 K . It undergoes a transition 
around 213 K to another state. The potential energy of the new state is 
substantially (1.5 U mol"1) lower than that at 233 K in Q-structure. The potential 
energy in Q-structure at 193 K is almost the same as die potential energy in Q-
structure at 213 K. This lower energy state below 213 K has the potential energy 
higher by 1 kJ mol"1 than that of proton-disordered cubic ice, -55.9 kJ mol"1. If this 
lower energy phase is identified as L D A , the energy difference in our calculation is 
consistent with the measured heat release, 1.3 kJ mol mol"1 at J/ , 150 K. 

A simple extrapolation of the potential energy for Q-structure above 233 K 
intersects with the energy of cubic ice in its Q-structure at around 160 K. Unless 
there is a break in the potential energy plot between 233 and 160 K and the 
potential energy becomes less sensitive to temperature, the potential energy of 
liquid state becomes lower than that of ice. In order to avoid this, water may 
undergo a kind of transition and the potential energy in Q-structure should be 
almost constant against temperature. This is indeed the case at 0.1 MPa (also +200 
MPa). This means that water blow 213 K at 0.1 MPa (173 K at +200 MPa) in 
TDP4P model is a strong liquid. In contrast, the potential energy decrease at -200 
MPa ceases around 170 K without such a transition. 

In the present simulation, the density of the system is allowed to fluctuate. A 
similar plot for the density is given in (Figure 2). An abrupt change is again found 
in density at 0.1 MPa and +200 MPa while no appreciable temperature dependence 
is seen in the systems under negative pressure, -200 MPa. The conclusion derived 
from the results for potential energy plots is confirmed. As seen from the figure, the 
gap in density is larger at high pressure than at atmospheric pressure. The phase 
behaviors are well characterized by the density difference as in the case of usual 
gas-liquid phases. Therefore, the density difference can be the most appropriate 
order parameter. 

A new phase diagram of metastable water is shown in (Figure 3). This figure is 
similar to the picture of Stanley and coworkers (4). A main difference is a locus of 
the second critical point. It is located in negative pressure region. At atmospheric 
pressure, H D A is changed to L D A phase when the temperature goes down to the 
intersect with the HDA-»LDA spinodal line. The divergences in supercooled 
water are ascribed to the spinodal instability and/or the existence of the second 
critical point. It is reasonable that normal water is regarded as water at 
temperature above the phase boundary. Water II is different phase from normal 
water. When water is cooled below the spinodal line, it changes to L D A . In 
practice, crystallization to ice at Ti prevents us from observing the transition. We 
can observe only die symptom of the spinodal instability and/or the effect of the 
critical point in thermodynamic response functions. It is well known that the 
temperature obtained with TIP4P potential should shift upward by 15 K in order to 
compare with experiment That the divergences occur experimentally at 228 K is in 
good correspondence to the discontinuity at about 213 K in our M D simulation. 

It is essential to show water below 213 K is neither ice nor is partially 
crystalline form. We will confirm this by examining structure factors. The structure 
factor for liquid water at 193 K , is shown together with that for ice at 213 K 
in (Figure 4 (a)). Cubic ice has sharp peaks characteristic of solid phase. On the 
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200 250 300 
Temperature/K 

200 250 300 
Temperature/K 

Figure 1. (a) Potential energy of I-structure; (b) Q-structure in kJ mol"1. 
Triangle; pressure p= 0.1 MPa, circle; p= + 200 MPa, square; p= -200 
MPa. 

200 250 300 
Temperature/K 

Figure 2. Densities at various temperatures in g cm"3 averaged over 500 
configurations. Triangle; pressure p= 0.1 MPa, circle; p= + 200 MPa, 
square; p = -200 MPa. 
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SUPERCOOLED LIQUIDS 

! I I 1̂ I I I— 
0 200 400 600 

Temperature/K 

Figure 3. Schematic phase diagram for water. Thin solid lines are 
coexistence lines of stable phases which separate liquid water from vapor 
and ice from liquid water. Thin dashed line is liquid spinodal. Boundaries 
of metastable states are shown by heavy solid line (F) for the coexistence 
line and by heavy dashed tines (L and H) for L D A spinodal above which 
L D A becomes unstable and for HDA spinodal below which H D A 
becomes unstable. The gas-liquid critical point is shown by C. The second 
critical point is denoted by C . 

Figure 4. (a) Structure factors of ice at 213 K (solid line) and water at 193 
K (dotted line); (b) radial distribution functions for oxygen-oxygen of 
water at 193 K (solid line), 213 K (dotted tine), 233 K (dash-dot line) 
and 298 K (dashed line). 
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18. TANAKA Supercooled Water & liquid-Liquid Transition 239 

other hand, the structure factor of water at 193 K has a halo diffraction pattern, 
typical of liquid or amorphous state. The radial distribution functions of water for 
Q-structure are given in (Figure 4 (b)). As lowering the temperature from 298 K 
down to 233 K , only small difference is seen in the second peak. The radial 
distribution function at 213 K is clearly different from that 233 K , in particular the 
separation of the second peak from the first one is more distinct On the other hand, 
a difference between 213 K and 193 K is negligibly small in Q-structure, which 
implies that structural change below 213 K is quite small and the system at 213 K 
is the same phase as that at 193 K. 

The distributions of pair interaction energy for Q-structures are depicted 
in (Figure 5). Only pairs of water molecules separating less than 3.5 A are taken 
into consideration. A fairly large number of pairs have interaction energy higher 
than -10 kJ mol"1, which are regarded as only loosely or not hydrogen-bonded pairs. 
The decrease in temperature reduces the number of high energy defect pairs while 
the distribution of strongly hydrogen bonded pairs remains almost unchanged. 
When the temperature decreases further, the distribution for hydrogen bonded part 
changes and most of defects disappear. Although water below 213 K does not have 
a periodic molecular arrangement, local structure and tetrahedral connectivity are 
much more developed. 

In order to examine a structural difference in terms of hydrogen bond 
connectivity, a simple comparison is made here by calculating hydrogen bond 
number distributions. Use of hydrogen bonds in Q-structure is preferable, 
eliminating apparent temperature dependence of hydrogen bond number. A 
definition of hydrogen bond depends on the potential energy for a pair of molecules. 
If the interaction energy is below the criterion, -14 kJ m o l , the pair is regarded as a 
hydrogen-bonded pair. The distribution of hydrogen bond number per molecule is 
listed in (Table I). Number of four hydrogen-bonded species increases drastically 
upon the transition from HDA to L D A phase at pressures 0.1 and 200 MPa. On the 
other hand, its increase is rather gradual with decreasing temperature at -200 MPa. 
In (Table II), a difference in hydrogen bond network is examined by calculating 
numbers of hydrogen bonded rings. If the system containing 216 water molecules is 
frozen to cubic ice, it is composed of 432 cyclic hexamers only. In liquid state 
where thermal energy is removed, the ring size distributes in the range from 3 to 7. 
The most dominant species is still hexagonal ring but the number of cyclic 
pentamers is comparable to the number of cyclic hexamers, especially above the 
transition temperature. 

The fact that almost all water molecules are tetrahedrally coordinated species 
in L D A phase is very important to explain why addition of a small amount of salt, 
alcohol or hydrogen peroxide prevents a system from freezing to ice. Those 
substances interact strongly with water and take part in the hydrogen bonded 
network at room temperature. A number of defects in normal water allow the 
solutes to be dissolved by forming incomplete hydrogen bond network. Those 
defects are compatible with hydrogen bond network in normal water but 
incompatible with water n . Those solutes break the almost perfect tetrahedral 
structure of water II and water is no longer the low entropy L D A structure. 

The density of state for intermolecular vibrational motions are compared, 
which are calculated by performing a normal mode analysis. Those for I- and Q-
structures are given in (Figure 6). Difference between those at 298 K and 233 K is 
insignificant Difference is large between those at 233 K and 213 K . Lowering the 
temperature by only 20 K reduces number of modes between 300 to 500 cm*1. 
Those are mixed modes composed of translations and rotations of individual 
molecules and lead to a neighboring Q-structure with small excitation energy. In 
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SUPERCOOLED LIQUIDS 

0.3i—i—i—i—i—i—i—i—i—i—i—i—i—r 

Figure 5. Distributions of pair interaction energy for Q-structures at 193 
K (solid line), 213 K (dotted line), 233 K (dash-dot line), 298 
K (dashed line). 

i i i i i i i i i i i i j i i i i i i i i i i i i i 

Figure 6. Densities of state for intermolecular vibrational motions (a) at 
233 K ; (b) at 193 K . I-structure (solid line), Q-structure (dashed line), 
translational part of I-structure (dotted line) and rotational part of I-
structure (dash-dot line). 
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the case of I-structures, there exist some imaginary frequency modes, which are 
plotted in negative frequency region of the figure. Those modes are unstable modes 
and important to the diffusional motions. The percentages of imaginary modes are 
given in (Table III.) The number of imaginary modes increases with temperature. 
The Hessian matrices for I-structures are divided into translational and rotational 
parts and are diagonahzed separately. The number of imaginary modes, especially 
for L D A phase, is extremely reduced by this separation. This indicates that motions 
in L D A are much more collective and translational and rotational motions are 
strongly coupled when a transition from a basin to another is induced by unstable 
modes. 

Table I. Hydrogen bond number distribution per molecule at temperature 
F(K) and pressure p(MPa) 

T 1 2 3 4 5 
p=0A 

233 0 0.014 0.144 0.802 0.039 
213 0.0 0.003 0.060 0.922 0.015 
193 0.0 0.004 0.070 0.910 0.016 

p=2G0 

233 0.001 0.018 0.192 0.741 0.048 
213 0.0 0.015 0.175 0.766 0.044 
193 0.000 0.010 0.151 0.806 0.033 
173 0.000 0.004 0.090 0.883 0.023 

p=-200 

233 0.0 0.007 0.098 0.872 0.022 
213 0.0 0.003 0.066 0.918 0.013 
193 0.0 0.000 0.022 0.970 0.007 

Table II. The numbers hydrogen bonded rings in water at temperature 
T (K) divided by the number of hexagonal rings in cubic ice 

T 3 4 5 6 7 
193 0.000 0.026 0.1912 0.330 0.059 
213 0.000 0.018 0.2033 0.311 0.048 
233 0.000 0.041 0.1745 0.230 0.057 
298 0.001 0.055 0.1579 0.187 0.053 

The mean square displacements (MSDs) from long time M D simulations are 
linear in time. This ensures the diffusion is normal. The self-diffusion coefficients 
calculated from the slope of the MSDs are 2 x 1 0 9 x 10 "* and 6 xlO"8 cm 2 sec"1 

at temperature 233, 213 and 193 K, respectively. The transition observed around 
213 K is not a glass-transition since molecules even at 193 K still move more than 
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intermolecular distances during our simulation run. The MSDs in lower 
temperatures (93, 113, 133 and 153 K) are also examined by microcanonical M D 
simulations whose initial configurations are Q-structures of either L D A or HDA 
form HDA has a larger amplitude (Debye-Waller factor) than L D A as shown 
in (Figure 7). The MSDs both for HDA and L D A are of oscillatory character in 
short time. L D A structure is more stable than HDA against heating. An overshoot 
for L D A is more prominent than for HDA. A similar but more pronounced 
difference for SiOi was reported (13). 

Table III. Percentage of imaginary modes for I-structures at temperature T(K). 
Full (f), translational part (t) and rotational part (r) Hessian matrices are 
diagonalized 

T f t r 
193 3.1 0.01 0.08 
233 6.4 0.33 0.53 
298 11.3 2.7 2.5 

In our phase diagram, water changes to L D A through first order transition, 
which is in opposition to Speedy's conjecture. It is necessary to check the self-
consistency of our phase diagram and show a possibility of low entropy of L D A . 
The free energy is composed of the potential energy at its minimum, and the 
vibrational free energy and the configurational entropy. The vibrational free energy 
is divided into the harmonic,//i, and anharmonic,/«, free energy contributions. Our 
simulation study is based on classical mechanics and the term, fit, is easily 
calculated. It is, however, difficult to calculated a reliable free energy arising from 
the anharmonic vibrations. This term may amount to a few kJ mol". However, the 
difference between L D A and HDA is expected to be small. The configurational 
entropy, sc, is dependent on the temperature in the case of fragile liquid. This value 
changes with the phase transition. No simple way to calculate reliable sc is known. 

ft the phase diagram is correct, the free energy of L D A must be equal to that of 
HDA at Ts. This is because Ts is close to the transition temperature. The transition 
temperature is tentatively set to 213 K . There is another equilibrium where ice and 
water exists simultaneously. Neglecting an insignificant pV term at atmospheric 
pressure, we can write down two equilibrium conditions. 

ul + ti + fl - Tjc = uh + fh

h-fa

h - Tmsh

c (1) 
and 

ul +/i +/J - Tjc = uh+fh

h~fa

h - Tmsh

c (2) 
where superscripts /, h and i stand for L D A , HDA and ice. The signs of the 
unknown term fa are all negative. In general, the anharmonic free energy of liquid 
state is lower than that of solid at the same temperature. Therefore, the inequality 

fa-fa^0 (3) 
must hold at all temperatures. It is reasonable to adopt a similar inequality to the 
relation between L D A and H D A phases as 

fi-fa^0 (4) 
Thus, it becomes possible to evaluate the upper bounds of the configurational 
entropy changes, Asc=s* - sl

c and As'c =s^ -sl

c. That is, 
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0.4r i i i i i i i i i 

Figure 7. Mean square displacement for water at 93 K (solid line), 113 
K (dotted), 133 K (dashed line) and 153 K (dash-dot line). M D 
simulations are started from H D A phase (a); from L D A phase (b). 

1 T^-^-ZASc (5) 
and 

K- f±Jd>!^ ( 6 ) 

where we adopt the melting point for TIP4P water, Tm « 240 K (or a littie higher). 
This predicts the upper bound of the configurational entropy of melting, 7.7 J K*1 

mol"1. The entropy of the transition from HDA to L D A is approximately 6.1 J K"1 

mol"1. It is again reasonable to assume that [fa-fa)/T

m^[^a~^a)/Ts' T h u s m e 

entropy difference between ice and L D A is very small, only 1.6 J K" 1 mol"1 or less. 
This indicates that the number of defects in L D A is much smaller than in HDA. A 
further detail on the origin of small entropy for L D A is not fully understood at 
present time but this matches the condition that L D A undergoes first-order 
transition. A recent experimental study also supports such a small entropy 
difference (19). 

Since water at room temperature belongs to fragile liquid, its potential surface 
should be complicated structure; a large crater includes many small potential basins. 
The bottom of craters can be obtained by the coarse-graining of a series of 
quenched structures in a similar way as in realization of V-structure (20). The 
coarse-graining consists of two steps, (i) the averaging the successive Q-structures 
over Ax and (ii) subsequent quenching. The average process is performed both for 
translational and orientational parameters over At (=2 ps). The coarse-graining is 
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repeated for (n=) 30 times. The potential energies for Q- and coarse-grained 
structures are tabulated in (Table IV). The potential energy after coarse-graining is 
almost always lower than the simply quenched structures (Le., n=0). This implies 
that the coarse-graining procedure eliminates higher potential energy structures in 
the same sense that the V-structure is obtained by eliminating large distortions (21). 
The trajectory seems to stay inside a crater for a while to execute jumping motions 
among small basins. 

Table IV. Total and Lennard-Jones (LJ) part of potential energy (in kJ 
mol"1) for coarse-grained structure after n cycles at 0.1 MPa and 298 K 

n 0 10 10 30 
total -52.20 -52.70 -52.80 -52.89 
LJ 10.69 11.54 11.70 11.84 

Discussion 

There are two ways for assignment of the location of the second critical point. One 
is due to Stanley's group (4) and another is proposed by Tanaka (22,23). The latter 
phase diagram is similar to the former except for a locus of the critical point: It 
locates at around 120 MPa according to Stanley and coworkers while it is moved 
into a certain negative pressure region in the latter. Despite die similarity in phase 
diagram, this difference is serious as to whether normal supercooled water has a 
thermodynamically continuous path to L D A phase. Therefore, this discrepancy 
must be resolved. There are many sources which make a difference in simulation 
results; difference in ensemble, treatment of long range interaction, simulation time, 
intermolecular interaction, etc. No justification seems to be possible as to which 
simulation is better to reproduce real water. A simple comparison with 
experimental evidence is only a way to discriminate which interpretation is more 
plausible. At higher pressure, no reliable data are available but no clear divergence 
in heat capacity is observed (2). This suggests there is no critical point at high 
pressure such as 200 MPa. Another evidence to support this is based on Mishima's 
experiment on compression and decompression of water observing L D A - H D A first 
order transition (8). At that pressure about 200 MPa, the experimental density 
difference is large, approximately 0.2 g cm"3, which is to be compared with the 
present simulation result at 200 MPa, 0.07 g cm"3. The density difference can be an 
order parameter to describe phase behaviors near a critical point even for L D A -
HDA phase equilibrium as seen in Figure 2. The large order parameter suggests 
that the second critical point exists well below the transition pressure 
approximately 120 MPa in the experiment. The above two facts support the view 
that the second critical point locates in (though shallow) negative pressure region. It 
should be noted that water below 213 K has quite difference properties from water 
below 213 K, irrespective of the exact location of the critical point. 

The homogeneous nucl eat ion temperature line is almost parallel to the 
divergence temperature line on T-p plane. This suggests that there may be a 
common origin to the divergence and nucl eat ion. If the divergence of density 
fluctuation is caused by approaching the spinodal line, it may give rise to the 
nucleation. Since impurities hydrogen-bonded with water are incompatible with 
L D A structure, no liquid-liquid phase transition and associated phenomena are 
expected in aqueous solutions of those solutes. This may explain why these 
solutions are cooled down to the glass transition temperature. 
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An experiment on correlation length (24) seems to be inconsistent with our 
interpretation and others (3,4,22,23): A small correlation length in experiment is 
incompatible with either view wherever the second critical point locates; below or 
above the atmospheric pressure. At this moment, it is impossible to account for 
both x-ray diffraction and thermodynamic measurement. 
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Chapter 19 

The Liquid-Liquid Critical-Point Hypothesis 

H . E. Stanley1, S. T. Harrington1, F. Sciortino2, P. H. Poole3, and S. Sastry4 

1Center for Polymer Studies and Physics Department, Boston University, 
Boston, MA 02215 

2Dipartimento di Fisica, Università di Roma La Sapienza, Istituto Nazionale 
di Fisica Nucleare, Sezione di Roma I, Piazzale Aldo Moro, 00185 Rome, Italy 

3Department of Applied Mathematics, University of Western Ontario, London, 
Ontario N6A 5B7, Canada 

4Department of Chemical Engineering, Princeton University, Princeton, NJ 08544 

We discuss the hypothesis that, in addition to the known critical point 
in water (below which two fluid phases—a lower-density gas and a 
higher-density liquid—coexist), there exists a "second" critical point 
at low temperatures (below which two liquid phases—a higher-density 
liquid and a lower-density liquid—can coexist). We also discuss briefly 
some of the evidence relating to this hypothesis. This evidence is 
rather tentative at the present time, and is largely based on a growing 
number of computer simulations using the ST2 and TIP4P intermolec
ular potentials. We also discuss selected experimental results that are 
consistent with this hypothesis. 

Although water has been the topic of considerable research over the past 100 years, 
few would dare to claim that its peculiar properties are completely understood 
[1,2]. Standard liquid theories fail to explain its dynamical and thermodynamic 
properties, which differ from those of most other liquids [3-6]. Many workers be
lieve that a central role is played by the water molecule's ability to form hydrogen 
bonds and to create a tetrahedrally coordinated open network in both the solid 
and the liquid phases [7-13]. 

In experiments, it is generally observed that the peculiar properties of water 
become more pronounced when the liquid is supercooled or stretched [5,6]. In 
particular, thermodynamic response functions such as the specific heat, isother
mal compressibility and thermal expansivity, as well as various relaxation times, 
seem to exhibit a power law type singularity at a certain temperature TA ~ 228K, 
similar to the behavior commonly encountered when approaching a second order 
phase transition [6,14-16]. Accordingly, an analysis that attempts to elucidate 
the origin of the anomalies in water might wisely focus on the supercooled and su
pers t retched regions in the phase diagram. Unfortunately, detailed experimental 

246 © 1997 American Chemical Society 
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19. STANLEY ET AL. The Liquid-liquid Critical-Point Hypothesis 247 

studies of deeply supercooled and stretched water remain difficult to perform due 
to the increasing probability of ice or gas nucleation as deeper metastable states are 
probed [17]. As a result, theories for the thermodynamic behavior of metastable 
water, such as the Speedy-Angell "stability limit conjecture" [15,18-20], have 
yet to be definitively confirmed or refuted by experimental measurements. On 
the other hand, molecular dynamics (MD) simulations [21,22] of supercooled and 
stretched liquid water are increasingly feasible due to dramatic increases in com
putational power. 

The applicability of M D simulations as a theoretical tool to investigate the 
properties of liquid water has been demonstrated by many research studies. The 
landmark first M D simulations of water were performed in the late 1960's [23,24]. 
Since then, computer simulation studies on water and aqueous solutions have 
immensely broadened our knowledge about this ubiquitous and unusual liquid. 
M D simulations are capable of mimicking a wide range of measurable properties of 
water, from thermodynamics [25] to structure [26] and microdynamics [27]. Larger 
systems (on the order of 105 molecules) may be simulated using new algorithms, 
like those found in the fast multipole methods [28]. 

A natural extension to our work is to consider other tetrahedrally-coordinated 
liquids. Examples of such systems are Si02 and Ge02, known for their geological 
and technological importance [29,30]. Both of these systems display features in 
their equations of state similar to those found in simulations of water and that 
can be traced to their tetrahedral configurations. 

The Hypothesis 

Science can progress by making hypotheses, and then testing them. Accordingly, 
in this talk we will examine the hypothesis that the unusual properties of liquid 
water are related to the existence of a "second" critical point. First we present 
the hypothesis, then we explain why this hypothesis is worthy of critical exami
nation, and finally we briefly review some of the facts that are consistent with the 
hypothesis. 

Water has a well-studied critical point C with coordinates (Tc, Pc,pc), where 
(to one significant figure) Tc « 600K is the critical temperature, Pc « 20MPa 
is the critical pressure, and pc ~ 0.3 is the critical density characterizing C. 
We hypothesize that there may exist a second critical point C with coordinates 
(TC',Pc',Pc)i where (also to one significant figure) Tc « 200K, Pc « lOOMPa, 
and pc ~ 1 . 

Just as C separates a 1-fluid region (a single phase) above Tc from a 2-fluid 
region (two phases) below, so also C separates a 1-liquid region above Tc from a 
2-liquid region below Tc- The two fluid phases that can co-exist below C—called 
liquid and gas—differ in volume per molecule V. The specific volume difference 
between liquid and gas phases is a suitable "order parameter," which continu
ously approaches zero as one approaches C displaying a power law singularity 
characterized by the critical exponent /3. Similarly, the two liquid phases that can 
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248 SUPERCOOLED LIQUIDS 

co-exist below C differ in specific volume; we shall call these two liquid phases 
high-density liquid (HDL) and low-density liquid (LDL). Again, this density dif
ference, because it approaches zero as one approaches C", is an order parameter 
characterizing the liquid-liquid critical point. 

The phases differ not only in their volume per molecule V; they also differ in 
the entropy per molecule S. Below Tc, the gas has the larger entropy, while below 
Tc the HDL phase has the larger entropy. Hence, using the Clausius-Clapeyron 
relation, the coexistence line in the PT phase diagram has positive slope for C 
but negative slope for C". 

W h y Care? 

One might think it senseless to invest much energy studying the critical point, 
as it is only a single point in an entire phase diagram. However we know that 
this "one little point" exerts an immense influence on properties at points in the 
phase diagram that are far away. For example, there are significant deviations in 
response functions from their corresponding values for a non-interacting fluid at 
temperatures more than twice the value of the critical temperature Tc. 

For water, response functions are also anomalous at temperatures roughly 
twice the temperature Tc. For example, the isothermal compressibility KT is 
anomalously large at temperatures as high as 400 K (100°C); KT actually passes 
through a minimum at 319K (46°C), below which it increases by almost a factor 
of two as temperature is further decreased. Similarly, the coefficient of thermal 
expansion ap is anomalously small for temperatures as high as 400 K , and ac
tually decreases to zero at 277 K (4°C), below which it continues decreases at a 
continually faster rate. Finally, the constant-pressure specific heat Cp is anoma
lously large for temperatures as high as 400 K , a fact of tremendous practical 
importance for using water as a coolant in, e.g., a car engine. The dynamic prop
erties of water are also anomalous, with pronounced non-Arrhenius (often power 
law) behavior typically occurring at low temperature. Thus if there were a critical 
point at, say, 200K, then the influence of this critical point could be of relevance 
to the anomalies observed in water at much higher temperatures. 

W h y Believe? 

In the remainder of this talk, we shall discuss some tentative results that are 
not inconsistent with the critical point hypothesis. First we present an intuitive 
plausibility argument, then we discuss evidence from simulations and experiments. 

P laus ib i l i ty Arguments . A non-interacting gas has no critical point, but a 
gas with arbitrarily weak attractive interactions does since at sufficiently small 
temperature, the ratio of the interaction to kT will become sufficiently significant 
to condense the liquid out of the gas. That all interacting gases display a critical 
point below which a distinct liquid phase appears was not always appreciated. 
Indeed, in the early years of this century one spoke of "permanent gases"—to 

D
ow

nl
oa

de
d 

by
 S

T
A

N
FO

R
D

 U
N

IV
 G

R
E

E
N

 L
IB

R
 o

n 
O

ct
ob

er
 1

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

01
9

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



19. STANLEY ETAL. The Liquid-Liquid Critical-Point Hypothesis 249 

describe gases that had never been liquefied. Helium is an example of what was 
once thought to be a permanent gas [31]. 

Nowadays, we understand that permanent gases cannot exist since all molecules 
exert some attractive interaction, and at sufficiently low temperature this attrac
tive interaction will make a significant contribution. To make the argument more 
concrete, one can picture droplets of lower specific volume V forming in a single-
component fluid. Once the interaction between molecules is fixed (and P is fixed 
at some value above Pc), then the only remaining control parameter is T; as T 
decreases the high-density droplets increase in number and size and eventually 
below Tc they coalesce as a distinct liquid phase. 

Water differs from most liquids due to the presence of a line of maximum 
density (TMD line) in the PT phase diagram. This T M D is physically very signif
icant, as it divides the entire P T phase diagram into two regions with remarkably 
different properties: the coefficient of thermal expansion—which is proportional 
to the thermal average ("correlation function") (SVSS)—is negative on the low-
temperature side of the T M D line, while it is positive on the high-temperature 
side. Here V is the volume per molecule, S the entropy per molecule, and the SX 
notation indicates the departure of a quantity X from its mean value. 

That (SVSS) is negative is a thermodynamic necessity given the presence of a 
T M D line. What microscopic phenomenon causes it? One not implausible expla
nation [7] is related to the presence of local regions of the hydrogen bond network 
that are characterized by four "good" hydrogen bonds—and these local regions 
can be considered as droplets just as the high-density droplets in a gas above C. 
Stated more formally: the sensitivity of hydrogen bonds to the orientation of the 
molecules forming it encourages local regions to form that are partially ordered in 
the sense that if there is a region of the water network where each molecule has 
four "good" (strong) hydrogen bonds, then the local entropy is lower (so SS < 0) 
and the local specific volume is larger (so SV > 0), so the contribution to (SVSS) 
is negative for such regions. 

As the temperature is lowered, there is no a priori reason why the "droplets" 
characterized by negative values of SVSS should not increase in number and size, 
just as the droplets associated with a normal phase transition increase in number, 
since all water molecules exert mutual interactions on one another, and these 
interactions—because of their sensitivity to orientation and well as distance— 
favor the open clusters characterized by SSSV < 0. It is thus plausible that 
at sufficiently low temperature these orientation-sensitive interactions will make 
a larger and larger contribution, and at sufficiently low temperature (and for 
sufficiently low pressure), a new phase—having roughly the density of the fully 
hydrogen bonded network—will "condense" out of the one-fluid region. 

This intuitive picture has received striking support from a recent generalization 
of the van der Waals theory. Specifically, Poole et al. [32] allow each water molecule 
to be in many bonding states, only one of which corresponds to a "good" quality 
hydrogen bond (with a larger number of states corresponding to "poor" quality 
bonds). To build in this feature, Poole et al. adopt the approach of Sastry and co-
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2 5 0 SUPERCOOLED LIQUIDS 

workers [33,34] and assume that there are Q >̂ 1 configurations of a weak bond, 
all having e = 0, and only a single configuration in which the HB is strong with e = 
CHB- Thus the thermal behavior of the HBs is represented by independent (0 + 1)— 
state systems, each described by a partition function Z = ft + exp(—CHB/^T). 
Poole et al. find that for small values of the parameter CHB, there is no critical 
point (but rather a re-entrant spinodal of the form first conjectured by Speedy 
[19]). However for CHB above a threshold (about 16 kJ/mol), a critical point 
appears. 

The possibility of a second critical point has received recent support by phe
nomenological analysis of Ponyatovskii and colleagues [35] and by lattice gas mod
els [34, 36]. Also, Roberts and co-workers [37] have shown that simulation results 
for a microscopic "water-like" Hamiltonian confirms the presence of a second phase 
transition, previously deduced from approximate calculations[36]. 

Evidence from simulations. Simulation studies of liquid water have a rich 
history and have contributed greatly to our understanding of the subject. In fact, 
this year is the 25th anniversary of the introduction of the ST2 ("Stillinger-2") 
potential, in which water is represented by a central point from which emanate 
4 arms—two carrying positive charges to represent the two protons associated 
with each water molecule, and two carrying negative charges to represent the two 
lone electron pairs [24]. The central points interact via a Lennard-Jones potential, 
while the point charges and the arms interact via a Coulomb potential. Thus every 
pair of waterlike particles has 4 2 -f 1 = 17 interaction terms. Corresponding to 
the rather "cumbersome" nature of such a potential is the fact that most studies 
are limited to extremely small systems—a typical number being N = 6 3 = 216 
waterlike particles. Recently some studies have considered larger systems, but 
the typical size rarely exceeds N = 123 = 1728. It is hoped that by using fast 
multipole methods one can begin to simulate much larger systems [38]. 

One way to obtain less cumbersome simulations is to simplify the intermolecu
lar potential. To this end, the simpler TIP4P potential [39] and the much simpler 
SPC /E potential [40] have enjoyed considerable popularity. However the opposite 
direction is also under active investigation: simulating more realistic potentials, 
such as polarizable potentials[41]. The researcher is left with the perplexing prob
lem of which model potential to adopt! 

Is it more important to steadily improve the reliability of the potential (and 
therefore approach, however slowly, a genuinely realistic water potential)? Or is it 
more important to find an extremely simple potential that encompasses the essen
tial physics of liquid water and use this potential to study large-scale properties of 
the liquid? With some notable exceptions, chemists sometimes favor the former 
approach, and physicists the latter. Indeed, a physicist would like to discover a 
potential so simple that the actual connection between the various features of the 
potential and the resulting predictions can be understood. To this end, recent 
work of Buldyrev and collaborators [42] using a tunable "soft-core" potentials is 
promising. 
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With these caveats, let us very briefly summarize some recent work that might 
be interpreted as being consistent with (or at least not contradicting) the hypoth
esis that a HDL-LDL critical point C exists. We emphasize that most of this 
work has not reached the stage that it can be interpreted as "evidence" favoring 
the hypothesis, so we also outline appropriate avenues where future work may 
strengthen the argumentation. 

Does 1 /Kj a x extrapolate to zero at (Tc*,Pc)? The compressibility 
KT diverges at a second order critical point. Thus, we expect l/if™** to ex
trapolate to zero at the "new" HDL-LDL critical point C", exactly as it does for 
the "old" liquid-gas critical point C . Recent ST2 calculations [43] are consistent 
with a plausible extrapolation to a single point in the phase diagram at which 
^max = O Q > c a v e a f c i s that one can never know that a given quantity is 
approaching infinity—it could as well just be approaching a very large number. 
Indeed, the possibility has been raised, and seriously discussed, that there is no 
genuine singularity [44]; this possibility will be discussed briefly at the end of this 
lecture. 

Is there a "k ink" in the Pp isotherms for sufficiently low temper
ature? If there is a critical point, then we expect to find a kink in the Pp 
isotherms when T is below Tc. Indeed, such a kink appears to exist for the ST2 
potential, at a temperature of 235K but not at a temperature of 280 K , consistent 
with Tc somewhere between 235 K and 280 K . This finding, originally made for 
simulations of 216 ST2 particles [25,45], has very recently been strikingly con
firmed for a system 8 times larger [46]. An analogous kink has not been found for 
the TIP4P potential, but a prominent inflection occurs at the lowest temperature 
studied—suggesting that such a kink may be developing. Work is underway test
ing for inflections and possible kinks for other water potentials in three, and also 
in two, dimensions [42,47]. 

Is there a unique structure of the l iqu id near the k ink point? If 
there exists a critical point C", then we would expect a two-phase coexistence 
region below C". To investigate the possible structural difference between these 
two phases, Sciortino et al [43] have studied the structure of the liquid at a tem
perature just below the estimated value of Tc at two values of p on the two sides 
of pc- They find that the structure of the liquid state of ST2 at p = 1.05 g/cm 3 

is similar to the experimental data on high-density amorphous (HDA) solid wa
ter, while the structure of the structure at p = 0.92 g/cm 3 resembles the data on 
low-density amorphous (LDA) solid water. The correspondence between the HDA 
ice phase and ST2 water just above pc, and between the LDA phase and ST2 
water just below pc suggests that the two phases that become critical at C in 
ST2 water are related to the known HDA and L D A phases of amorphous ice[48]. 

Does the coordination number approach four as C" is approached? 
Sciortino et al [43] have studied the coordination number Nnn of the ST2 liquid as a 
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function of T and V , where Nnn is the average number of nearest-neighbors found 
in the first coordination shell of an 0 atom. For the high-T isotherms, their results 
show that a 4-coordinated "LDL"-like configuration is approached at negative P , 
in agreement with previous simulations of Geiger and co-workers [49]. For T < 
273 K , Nnn also approaches 4 at positive P . That is, if T is low enough, it appears 
that a 4-coordinated network can form in liquid water even for P > 0. This result 
is consistent with an experimental study of the evolution of the structure function 
S(Q) as water is supercooled at atmospheric pressure, in which it was found that 
the structure tends toward that of the LDA ice [48]. 

Is i t possible that two apparent "phases" may coexist below C"? 
Convincing evidence for a HDL-LDL critical point C would be the presence of 
two coexisting phases below C". This search is the focus of ongoing work. One can, 
e.g., partition the water molecules into two groups ("red" and "blue" molecules), 
those with fewer than the average number of nearest neighbors and those with 
more than the average and find that the red molecules and the blue molecules 
segregate to opposite sites of the 18 A box in which they are residing. These 
preliminary investigations at a temperature somewhat below Tc do not prove 
phase coexistence [46,50], but work is underway to establish this possibility. In 
particular, one must first rule out the likelihood that the two "phases" are merely 
large fluctuations due to a large correlation length (because near a critical point 
there should be fluctuations of all sizes and shapes, while the sample separating 
into two distinct regions is rather different). Also, one must seek to find the phase 
separation occurring in much larger systems. To be conclusive, firstly one must 
demonstrate that phase separation occurs in a much larger system, and secondly 
one must study systematically the time dependence of S(Q) as one quenches into 
the two-phase region from a large value of temperature. 

Separate calculations of the weighted correlation function h(r) for the two 
tentatively identified HDL and LDL phases suggest similarities with experimental 
results on the two amorphous solid phases HDA and LDA[50]. Additional work 
remains to be done to establish this point. 

D o fluctuations appear on a l l t ime scales? For the ST2 potential, a 
histogram of hydrogen bond lifetimes reveals power law behavior over as much as 
two decades, with the region of "scale free behavior" extending over a larger time 
domain as T is decreased [51]. For the TIP4P potential, no calculations have yet 
been carried out, but for the S P C / E potential, non-Arrhenius behavior has also 
been found at high temperatures [52]. At low temperatures, it is possible that 
power law behavior is found [38,46]. An important caveat in interpreting these 
results is that this scale free behavior is exactly what one would expect if the 
hydrogen bonded network were regarded as possessing defects (corresponding to 
molecules with fewer than four good bonds), and these defects were allowed to 
diffuse randomly[53,54]. Possibly some of these ambiguities will be resolved by 
applying to this problem Sasai's "local structure index" that permits one to study 
in some detail the local dynamics[55]. 
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Is there "cr i t ica l slowing down" of a characteristic t ime scale? For 
the ST2 potential, the characteristic value of hydrogen bond lifetime, defined as 
the value of time at which the power law distribution of bond lifetimes is cut off by 
an exponential, depends sensitively on temperature and in fact is consistent with 
a power law divergence as T approaches Tc [51]. The temperature dependence 
of the cutoff has not been studied for other potentials. 

Appearing to diverge at roughly the same temperature is a less ambiguous 
measure of the characteristic time—the inverse of the self-diffusion coefficient D 
[56]. This slowing down of the dynamics is consistent with what one expects near 
a critical point. Specifically, 1/D strongly increases as JV n n —> 4. Consistent with 
this picture, it was found [57,58] that additional nearest neighbors beyond 4 have 
a "catalytic" effect on the mobility of the central molecule, in that they lower 
the local energy barrier of the molecular exchanges that are the microscopic basis 
of diffusion, demonstrating the importance for molecular mobility of molecular 
environments having more than four nearest neighbors. 

Because of the relation between 1/D and (Nnn — 4), the manner in which 
Nnn —> 4 is also significant. At high T the decrease of Nnn with P is relatively 
uniform. However, as T decreases, Nnn is observed to vary more and more abruptly 
from a high-coordinated structure (Nnn > 6) to Nnn ~ 4. It should be possible to 
collapse this family of curves onto a single "scaling function" if the two axes are 
divided by appropriate powers of T — Tc] these tests are underway. 

Is the characteristic dynamics of each "phase" different? We can 
identify molecules as "red"/"blue" if they are in a region of locally high/low den
sity for a specified amount of time (say 100 ps). Looking at the mean square 
displacement of the red and blue "phases," we see that the red molecules (corre
sponding to high densities) move much further than blue molecules (corresponding 
to low densities)[46,50]. The nature of transport in each phase is under active 
investigation, particularly in light of recent proposals for the nature of the anoma
lous dynamics taking place in low-temperature water [59]. 

Is there evidence for a H D L - L D L cr i t ical point from independent 
simulations? Recently, Tanaka independently found supporting evidence of 
a critical point by simulations for the TIP4P potential [60]. Tanaka's value of the 
critical temperature Tc agrees with the earlier estimates, but his critical pressure 
Pc occurs at roughly atmospheric pressure, or perhaps at negative pressures [60]. 
The resolution between the two different values of Pc is an open question that 
will hopefully be resolved shortly. 

Evidence from experiments. Before discussing experiments, two very im
portant statements must be made. The first is that the numerical values of ther
modynamic variables arising from computer simulations are always rather different 
from the true values. It is customary to correct for this fact by comparing the val
ues of T and P at the temperature of maximum density to the experimental values. 
In the case of ST2, e.g., the T M D p = 1.00 g cm" 3 appears at T = (277+35)K 
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and P = 82 MPa, so ST2 at these conditions overestimates the temperature by 
35 K and the pressure by 82 MPa. If a correction of a similar magnitude were to 
hold in the supercooled region, then we would anticipate that the experimental 
coordinates of the HDL-LDL critical point would be approximately Tc « 200 K 
and Pc « 100 MPa. The magnitude of the correction depends upon the poten
tial used, so simulations using the TIP4P and S P C / E potentials can be compared 
with ST2 or with experiment only if a correction appropriate to that potential is 
first made. 

The second statement concerns the presence of an impenetrable "Berlin wall": 
the line Tfj(P) of homogeneous nucleation temperatures [1,4]. By careful analysis 
of experimental data above T//(P), Speedy and Angell pioneered the view that 
some sort of singular behavior is occurring in water at a temperature TS(P) some 5-
10 degrees below T#(P). Regardless of the pressure, they found that the identical 
value of Ta(P) could be used to fit the behavior of quite distinct equilibrium and 
dynamic quantities. 

With these two caveats, one can begin to discuss relevant experimental work. 
Three general types of experiments have been performed, the first corresponding 
to a single isobar at 0.1 MPa, the second to a family of isobars up to 600 MPa, 
and the third to a family of isotherms below Tc-

Density fluctuations along the P = 0.1 MPa isobar. The correlation 
length £ for density fluctuations should increase close to a critical point; this 
quantity has recently been measured along a P=0.1 M P a isobar [61], down to 
quite low temperatures (239K), A gentle increase in correlation length was found, 
but no indication of a divergence, consistent with the possibility that the HDL-
LDL critical point, if it exists, lies at a much higher pressure. 

Structure along isobars up to P = 600 MPa. Bellissent-Funel and 
Bosio have recently undertaken a detailed structural study of D2O using neutron 
scattering to study the effect of decreasing the temperature on the correlation 
function[48]. As paths in the P T phase diagram, they have chosen a family of 
isobars ranging in pressure up to 600 M P a (well above the HDL-LDL critical 
point of about 100 MPa). They plot the temperature dependence of the first peak 
position Q0 of the structure factor for each isobar. They find that for the 0.1 M P a 
isobar, QQ approaches 1.7 A - 1 —the value for LDA, low-density amorphous ice. In 
contrast, for the 465 and 600 M P a isobars, QQ approaches a 30% larger value, 2.2 
A" 1—the value for HDA, high-density amorphous ice. For the 260 M P a isobar, 
Qo —> 2 . 0 A " 1 , as if the sample were a two-phase mixture of HDA and L D A . 

Reversible conversion of L D A to H D A with pressure. Since the 
H D L - L D L critical point occurs below T/y(P), it is not possible to probe the two 
phases experimentally. However two analogous solid amorphous phases of H2O 
have been studied extensively by Mishima and co-workers [62-64]. In particular, 
Mishima has recently succeeded in converting the LDA phase to the HDA phase 
on increasing the pressure, and then reversing this conversion by lowering the 
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pressure. The jump in density was measured for a range of temperatures from 
77K to 140 K , and the density jump (when HDA is compressed to LDA) was 
found to occur at roughly 200 MPa. Moreover, the magnitude of the density jump 
decreases as the temperature is raised, just as would occur if instead of making 
measurements on the HDA and LDA amorphous solid phases, one were instead 
considering the HDL and LDL liquid phases. These results are corroborated by 
independently performed computer simulations using both the ST2 and TIP4P 
intermolecular potentials[65]. 

If we assume that HDA and LDA ice are the glasses formed from the two 
liquid phases discussed above, then the H D A - L D A transition can be interpreted 
in terms of an abrupt change from one microstate in the phase space of the high-
density liquid, to a microstate in the phase space of the low-density liquid. The 
experimentally detected H D A - L D A transition line would then be the extension 
into the glassy regime of the line of first-order phase transitions separating the 
HDL and LDL phases. 

Discussion 

Thus far in this talk, we have presented some tentative evidence that is consistent 
with the hypothesis that there exists a second HDL-LDL critical point C", in 
addition to the well-known liquid-gas critical point C. There are also some facts, 
which we next present, that do not favor the existence of C. 

First, the vast experimental work of Angell and co-workers [4,6] is equally con
sistent with a line of spinodal singularities or with a HLD-LDL critical point, and 
the generalized van der Waals theory is equally consistent with both possibilities 
[32]. 

Moreover, the observed polymorphism of amorphous solid water which was 
invoked to support the possibility of a line of liquid-liquid phase transitions ter
minating in a critical point supports, but certainly does not prove, the existence 
of a phase transition in the behavior of the supercooled liquid. Merely a large but 
finite value of KT might be sufficient to account for abrupt density changes in the 
amorphous ices in the glass regime [66,67]. 

Very recently, the dynamics of S P C / E water have been found to be well de
scribed by mode coupling theory, with no need to invoke the presence of a critical 
point [59]. For ST2 water, on the other hand, the situation may be somewhat 
different[46,50,68]. 

Perhaps the most compelling argument against the hypothesized existence 
of a HDL-LDL critical point C is parsimony: "the correct physics is often the 
physics with the minimum of assumptions." Of necessity, it is not possible to 
experimentally verify for metastable water divergences of response functions as 
convincingly as one can for the liquid-gas critical point. Thus, it remains con
ceivable that response functions that would diverge at a critical point in fact 
remain finite in metastable water. In particular, Sastry and co-workers[44] have 
demonstrated that the low temperature increase of compressibility upon lowering 
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temperature arises strictly as a thermodynamic consequence of the presence and 
negative slope of the TMD line. Without further assumptions, such increase in 
the compressibility results simply (and at most) in a compressibility maximum at 
low temperatures. Actually, the thermodynamic analysis of Sastry et al. lends 
indirect support to the HDL-LDL critical point hypothesis, for it shows that the 
expectation of extrema in the compressibility is reasonable given the type of "den
sity anomaly" observed at higher temperatures in simulations. A thermodynamic 
analysis alone suffices to predict that a locus of compressibility extrema exists at 
low temperatures, given the locus of density maxima (TMD) as seen in simula
tions. What remains to be shown is that these extrema at low enough (but finite) 
temperatures are singular extrema, i.e., that the compressibility either diverges 
(as at the critical point) or becomes discontinuous (along the associated first order 
line) along the locus of compressibility extrema predicted by the thermodynamic 
analysis. 

It is possible that there are other amorphous materials for which fluctuations 
in their local structure are enhanced due to tetrahedrality or other considera
tions^]. Understanding one such material, water, may help in understanding 
others—whether they be other materials with tetrahedral structures (and corre
sponding TMD lines) such as SiO2[70] or whether they be more complex structures 
like amorphous carbon which appears to display strikingly ordered local hetero
geneities as it is heated toward its crystallization temperature. 

Many open questions remain, and many experimental results are of potential 
relevance to the task of answering these questions. For example, the collective 
excitations that occur at low frequency and large wave vector [71] have been the 
object of much recent work [72,73]. Also, the full implications of a re-entrant 
spinodal possibility [74-77] may not have been fully incorporated into our under
standing of water. The minimum exhibited by the adiabatic compressibility in 
atmospheric pressure experiments [78] is of potential relevance since a maximum 
in any quantity that would be singular at a spinodal may be relevant to placing 
the critical point at a larger pressure than atmospheric. 
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Chapter 20 

Slow Dynamics in a Model and Real Supercooled 
Water 

S. H. Chen1, P. Gallo2, F. Sciortino2, and P. Tartaglia2 

1Department of Nuclear Engineering, 24-209, Massachusetts Institute 
of Technology, Cambridge, MA 02139 

2Dipartimento di Fisica and Istituto Nazionale per la Fisica della Materia, 
Università di Roma La Sapienza, Istituto Nazionale di Fisica Nucleare, Sezione 

di Roma I, Piazzale Aldo Moro, 00185 Rome, Italy 

We made a molecular dynamics study of single-particle dynamics of water 
molecules in deeply supercooled liquid states. We find that the time 
evolution of various single-particle time correlation functions is 
characterized by a fast initial relaxation toward a plateau region, where it 
shows a self-similar dynamics, then followed by a slow, stretched 
exponential decay to zero at much later times. We interpret these results in 
the frame-work of a mode-coupling theory for supercooled liquids. We 
relate the apparent anomalies of transport coefficients in this model water, 
on lowering the temperature, to the formation of a long-lived cage around 
each water molecule and the associated slow dynamics of the cages. The 
experimentally observed so-called Angell temperature, which is an apparent 
limit of supercooling in liquid water, could thus be interpreted as a kinetic 
glass transition temperature predicted by the mode-coupling theory. We then 
discuss to what extent the experimental incoherent quasi-elastic neutron 
scattering data from supercooled bulk water support the idea of the existence 
of the slow dynamics. 

PACS numbers: 61.20. Ja, 64.70.Pf 

I. Introduction 

The thermodynamic and transport behavior of liquid water when 
supercooled has been the subject of a continuing scientific debate in the last thirty 
years [1-3]. It has been found that there are anomalous increases of various 
thermodynamic quantities and apparent power-law dependences of transport 
coefficients on approaching a singular but experimentally inaccessible temperature 
T s , of about 227 K at the ambient pressure. This discovery has stimulated a 
considerable amount of experimental, theoretical and computational work in an 
attempt to clarify the origin of the singularity. A recent review of all these works 
can be found in [3]. 

During the last five years, efforts have been directed in elucidating possible 
mermodynarnic scenarios compatible with the trend of experimental data. The 
pronounced increase in isothermal compressibility, isobaric heat capacity, and the 
change of sign of thermal expansion coefficient of liquid water upon supercooling, 

264 © 1997 American Chemical Society 
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can arise from three possible causes: (i) existence of a continuous, reentrant 
spinodal curve bounding the superheated, stretched and supercooled states of liquid 
water [4 - 6]; (ii) existence of a metastable, low-temperature critical point [6 - 8]; 
(iii) progressive increase of four hydrogen-bond (HB) coordinated water 
molecules, favorable due to low energy of this state, but unfavorable in terms of a 
high local volume and a low orientational entropy [9,10]. 

While the phase behavior of supercooled water has been extensively 
debated, not much attention has been devoted so far to the dynamics near the 
apparent singular temperature. For this purpose, computation of long-time 
behavior of dynamical quantities is needed and is now possible with modem work 
stations. It is thus timely to make an effort to understand die origin of the apparent 
divergences of transport coefficients in water on supercooling. In particular, if the 
dynamics could be rationalized without resorting to an underlying mermodynamic 
singularity, then the possibility of a singularity-free picture capable of explaining 
satisfactorily also the behavior of mermodynamic quantities, could be imagined 
[10]. 

Already in the late 80's. F. X. Prielmeier at al.[l 1] and C. A. Angell [12], 
based on NMR measurements and fitting of the self-diffusion constant in 
supercooled water, commented on a possible relationship between the power-law 
temperature dependences of transport coefficients in water and the prediction of 
Mode Coupling Theory (MCT) [13] of the so-called kinetic glass transition in 
supercooled liquids. More recendy, translational region of Raman spectra of water 
has been interpreted in terms of the scaling behavior predicted by the MCT [14]. 
Today, due to the availability of a sufficient computing power and to an extensive 
development of the MCT [15], suggestion regarding the connection between the 
existence of a kinetic glass transition temperature and the divergence of transport 
coefficients in water, can be carefully examined in a model water. 

In this paper we test the MCT predictions for various single-particle 
correlation functions, time-dependent as well as time-independent ones, in 
supercooled liquids with corresponding quantities calculated from Computer 
Molecular Dynamics (CMD) simulations of a model water, carried out for 
sufficiendy long time, so as to allow die slow dynamics to be observed In doing 
so, we try to assess to what extent the MCT, which has been proposed for 
describing simple liquids [16], is applicable also to the description of the single-
particle dynamics of a model water, a hydrogen bonded liquid with a strong 
directional interactions among molecules. A detailed report on this subject has 
already been published[17]. 

This paper is organized as follows. In Section n, we briefly recall 
predictions of die MCT. In Section HI, we discuss the states under which our 
CMD simulations are performed and the model potential used. Section IV is 
divided into subsections each presenting the numerical results of correlation 
functions for translational motions. Specifically, we discuss the results for the 
mean squared displacement, the van Hove space-time self-correlation function and 
the intermediate scattering function. In Section V, we present an analysis of some 
QENS results of supercooled water contained in pores of Vycor glass which 
indicates that the MCT type slow dynamics may have been observed. In Section VI, 
we summarize our findings. 

II. The Mode-Coupling Theory For Supercooled Liquids 

In this section we summarize predictions of the MCT which are relevant for 
interpreting our CMD data. Our discussion emphasizes results of die so-called 
idealized MCT [15], in which hopping effects are neglected. In contrast to a MCT 
for critical phenomena [18], the MCT for supercooled, dense liquids is a theory 
aiming at explaining fluctuation phenomena at distances comparable to the 
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interparticle spacing. In the Fourier space, it describes correlation functions in the 
Q-range close to the first diffraction peak, Qmax»of die center-of-mass structure 
factor S(Q). Therefore, the Q-dependenee of dynamic quantities around Qmax is of 
interest 

The M C T for supercooled liquids is a microscopic theory of liquids that 
focus attention on the physical phenomena in dense liquid states where the so-called 
cage effect is dominant. The cage effect is associated with a transient trapping of a 
molecule by its immediate neighbors on lowering of the temperature or on 
increasing die average number density. The microscopic (tensity fluctuations of 
disordered, high temperature and low density fluids tend to relax rapidly with a 
time-scale of few picoseconds. Upon lowering the temperature or increasing the 
density of the liquid, there is a rapid increase in the local order surrounding a typical 
particle (test particle) leading to a substantial increase in the structural relaxation 
time. In the supercooled or dense liquid regime a trapped particle in a cage can 
migrate only through a cooperative rearrangement of a large number of particles 
surrounding it. In this sense there is a strong coupling between the single-particle 
motion and the density fluctuation of the liquid. According to the MCT, the spectral 
density of the density fluctuation (i.e. S(Q)) completely determines the long-time 
dynamical behavior of the liquid. 

The M C T predicts the time evolution of a correlator of any local variables 
which has a non-zero overlap with die local density operator [19]. Examples are: 
the density itself, the current-density and the tagged-particle density. In the 
following, we will denote such a generic correlator as <t>g(t). The evolution of <t>q(t) 
is controlled by a retarded memory function, a non-linear functional of the local 
density. The idealized M C T predicts that on moving along a path in the pressure-
temperature plane, a line TC(P) is crossed on which 0Q(O does not decay to zero any 
longer. Such a line defines the locus of the ideal ergodic to non-ergodic transition. 
This line separates the liquid and the glass regions. On the liquid side, the system 
is ergodic and lim<t>Q(t) = 0. Close to the line, on the liquid side, <t>Q(t) has a two-
step relaxation behavior displaying a fast and a slow decay. The two relaxation 
times become more and more separated in time scale on approaching the line. After 
the first (fast) process decays, $Q(t) reaches a plateau value fg, the so-called non-
ergodcity parameter. Only after the second relaxation is completed, <t>Q(t) decays 
to zero. The time interval in which the correlation function is close to the plateau f Q 
is called the P-relaxation region. The long time region after the plateau is called the 
a-relaxation region. The p-relaxation region is centered around a time ta which 
increases on decreasing the distance s from the critical line in the pressure-
temperature plane. 

The idealized MCT predicts the dependence cm a of % and the functional 
form of the decay of 0Q(t) in the p-relaxation region. It states: (i) that % scales with 
Icrt as: 

t. = t . | o t± . 0) 

where t 0 is a system dependent characteristic microscopic time, (ii) that the 
approach to the plateau is described, to the leading order in time, by a power law 
with an exponent a, according to 
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•.W-r,-«J*"ftJ-«£) (2) 

(iii) that, on the liquid side of the phase diagram, <t>Q(t) departs from the plateau 

value f Q according to a power-law with an exponent b 

1 1 
where % = t0|a("2^"2b . 

Equation 3 is the leading term in the development in powers of tD. Equation 
3 is called the von Schweidler law and its region of validity is often rather limited 
[20]. 

The constants f Q, BQ and CQ in Equations 2 and 3 are T-independent, 
while the exponents a and b are T and Q independent In real space, Equations 2 -
3 express the prediction of a separation of space and time variables in a correlator. 
Any space-dependent correlation function <«r,t) in the p region can be expressed as: 

<t>(r,t) = F(r) + H(r)G(t) (4) 

where G(t) is proportional to r a or tD depending on the time region and F(r) and 
H(r) are related to the Fourier transform of fq and BQ or C Q respectively. 

The exponents a and b are related and both depend on the specific point in 
the transition line crossed on moving the system along the P,T plane. For example, 
cooling the system along different isobars will produce crossing of the transition 
line in different points, which will in the end imply different values for the a and b 
exponents, a and b are related by a transcendental equation 

[ r ( i~a)f_ [ r ( i -hb)1 2

 ( 5 ) 

T ( l - 2 a ) T(l + 2b) 

where T(x) is the Gamma-function and 0< a < 0.5 and 0 < b < 1. 
Equation 3 describes the region where <t>Q(t) - f Q is small. But dependence 

of §Q on the scaled time t/x is predicted to be valid also in the a-relaxation regime. 
In other words, $Q (t) does not depend of T and P explicidy, but only via the P and 
T dependence of t. It has been found numerically, that the decay of <t>Q(t) in the a-

region is often well represented by a stretched exponential form e ~ ^ P . % plays 
the role of the relevant time in the system and diverges on approaching the transition 
line with a power y 
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• ' ' h i <6> 

All characteristic times in the system are predicted to be proportional to x. Thus, the 

MCT predicts that the inverse diffusion coefficient D"* diverges as !ol~Y. 
We note that Equations 5 and 6 relate the exponents a, b and y. Thus, only 

one of these three exponents is truly independent In contrast to critical 
phenomena, the values of a,b ami y are not universal and depend on specific point 
of the transition line approached, i.e. on TC(P). In particular, if we approach the 
line along an isobaric path, using the temperature as an external driving parameter, 
then the distance from die transition lire is measured by (T-Tc) and D goes like 

(T-TC)Y. 

i n . Molecular Dynamic Simulations 

We conducted MD simulations in the N V E ensemble with 216 molecules. 
The effective potential used is the extended simple point charge model, SPC/E [22]. 
This potential treats a single water molecule as a rigid set of point masses with the 
OH distance 0.1 nm and the HOH angle equal to the tetrahedral angle, 109.47°-
Coulomb charges are placed on each atoms. Their magnitudes are qn = 0.4238 e 
and qo = -2qn = -0.8476 e. Only the oxygen atoms interact among themselves via 
a Lennard-Jones potential, with the L-J parameters, a = 0.31656 nm and e = 
0.64857 kJ /Mol- Interaction between pairs of molecules is calculated explicidy 
when their separation is less than a cut-off distance r c of 2.5 a. The contribution 
due to Coulomb interactions beyond rc is calculated using the reaction-field method, 
as described by Steinhauser [23]. Also, the contribution of Lennard-Jones 
interactions between pairs separated more than r c is included in the evaluation of 
thermodynamic properties by assuming a uniform density beyond r c . The MD code 
used here to calculate the SPC/E trajectories is the same as that used in Ref. [24] 
where further details are given. A heat-bath [25] has been used to allow for the heat 
exchange. Periodic boundary conditions are used The time step for the integration 
of the molecular trajectories is 1 fs. Simulations at low T have been started from 
equilibrated configurations at higher T. Equilibration has been monitored via time 
dependence of the potential energy, hi all cases the equilibration time teq was 
longer than the time needed to enter the diffusive regime (see Figure 6), i.e. 
<r2(teq)> larger than 10 A 2 -

The SPC/E potential has been explicidy parameterized to reproduce 
experimental value of the self-diffusion constant at ambient temperature and at 
density of 1 g/cm^. It has been widely used for a number of years [26,27]. 
Moreover, this potential is able to reproduce a pressure-dependent temperature of 
maximum density (TMD) [7,24,27]. As shown in ref.[27], the SPC/E 1 bar 
isobar is characterized by a TMD of about 235 K and a corresponding density of 
1.026 g/cm -̂ The -40 MPa isobar is instead characterized by a TMD of about 250 
K and a corresponding density of 1.000 g/cm^ [24], in agreement with the 
experimental pressure dependence of the TMD line. We have studied the -80M Pa 
isobar. Seven simulations have been performed at the state points indicated in 
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Table L It ranges from 35 degrees above the TMD to 45 degrees below, thus 
covering both the normal and supercooled states of water, for time periods ranging 
from a few hundreds ps at high T, to 50 ns at the lowest T. 

Densities have been chosen on die basis of trial and error preliminary runs. 
The corresponding pressures for the chosen final densities are reported in Table L 
We have preferred to work in die N V E ensemble to avoid the interference of 
dynamics of die pressure bath with dynamics of the system. Note also that die 
density dependence of the diffusion coefficient oyer die small range of densities 
studied (0.966 - 0.990 g/cm )̂ is much smaller than die temperature dependence 
[28,29]. 

We also present die results of a simulation carried out for hexagonal ice at a 
temperature of T = 194 K with a proton disorder. We studied a box of 2.7 x 2.3 x 
2.2 nm3 containing 432 water molecules interacting via the same SPC/E potential 
used for simulations of liquid water. We simulated a state point along the same 
isobar studied for liquid water, corresponding to a density of 0.9364 gr/cm ,̂ an 
average potential energy of the system of -56.2KJ/Mol and a pressure of -77.7 M 
Pa. 

T A B L E I. Simulated State Points 
T(K) pw(gr/cm3) E(KJ/Mol) P(MPa) D(inKrW/sec) 

iU.i 0.984 -48.1 -73±11 1.3 ±0.1 
258.5 0.986 -50.0 -76±12 0.52±0.05 
238.2 0.987 -51.6 -80±10 0.14±0.01 
224.0 0.984 -52.6 -75115 0.044±0.004 
213.6 0.977 -53.4 -78 ±14 0.011 ±0.004 
209.3 0.970 -53.8 -99±18 0.0051 ±0.0009 
206.3 0.966 -54.2 -90±23 0.001810.0011 

IV. Results 

In this section we present results of the simulations. The discussion is 
divided into four subsections from A toD each centered around a correlation 
function. 

A. Static Quantities. 
In order to define thermodynamic states covered in our simulation we begin 

by tabulating the temperature dependence of the density, potential energy, and 
pressure in Figure 1. We note that the TMD is around (240±5)K for the SPC/E 
model along this isobar. In order to compare the simulation results with some real 
experiments in the future, we shall use the TMD as a convenient reference point to 
measure the temperature distance. FromFigure 1 we note that die energy does not 
show any significant change of slope at small T, consistent with the fact that all 
simulations are equilibrated and the pressure is constant within the error bar. 

Oxygen-oxygen radial distribution functions g(r) for some selected 
temperatures are shown in Figure 2. The figure shows that on cooling the system, 
the first peak of g(r) increases, the first minimum decreases and the second peak 
also increases. This illustrates the fact that, the nearest and the next nearest 
neighbor shells become more and more well defined. The number of nearest 
neighbors, calculated by integrating g(r) up to the position of the first minimum 
(3.2 A), decreases from 4.2 at high T to almost 4 at the lowest temperature, 
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1.00 

Temperature (K) 

Figure 1. Temperature dependence of density (top), potential energy (P.E.) 
(center) and pressure (bottom). (Reprinted with permission from reference 17b. 
Copyright [1996] The American Physical Society. A l l rights reserved.) 

Figure 2. Radial distribution function g(r) for the oxygens for three selected 
temperatures. (Reprinted with permission from reference 17b. Copyright [1996] 
The American Physical Society. A l l rights reserved.) 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

G
U

E
L

PH
 L

IB
R

A
R

Y
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

02
0

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



20. C H E N E T A L . Slow Dynamics in Supercooled Water 111 

supporting the progressive formation of a tetrahedral structure around each 
molecule. Still, the presence of a non-negligible population around 3.5 <»A is 
indicative of the presence of five (or more) coordinated molecules, whose role in 
the dynamical restructuring of the HB network has been studied previously [28]. 

The T dependence of the oxygen-oxygen partial structure factor Soo(Q) is 
shown in Figure 3. The split first peak in water, observed in x-ray diffraction 
experiments [30], is recovered. As temperature decreases, die peak heights 
increase and peaks become better resolved. From Figure 2 and Fig. 3, we see that 
no dramatic changes in structure arc happening on cooling the system; no sign of 
an increase of small wave-vector (critical) density fluctuation is observed, in 
agreement with previous simulations and with the basic idea of MCT. We note also 
that position of die first maximum Qmax of Soo(Q) does not shift significandy with 
T. Since T-dependence of Qma* is weak, we shall neglect it in the following and 
will compare data at different T at the same value of Qmax =1.8 A 4 . 

B . Van-Hove Space-Time Self-Correlation Function. 
The test-particle dynamics may be studied in a great detail by computing the 

space-time van-Hove self-correlation function Gs(r,t) which describes the moving 
away of a test particle from the origin. For a system of N spherical molecules, 
G s(r,t) is defined as: 

Physical meaning of the van-Hove self-correlation function is that 4xcr2Gs(r,t)dr is 
the probability of finding a test particle at a distance r from the origin at time t, 
given that the same particle was at the origin at time t = 0. In Fig. 4 (a-c)we 
show 470*2 Gs(r,t) at the lowest T for three selected intervals of time. (5a): for t < 
0.25 ps, the ballistic regime, Gs(r,t) changes rapidly with time. A molecule moves 
out from the origin freely and explore more and more space as time increases as 
shown by rapid extension of the tails of Gs(r,t). (5b): for times approximately 
between 0.25 ps and 130 ps, the cage regime, Gs(r,t) changes very slowly in time. 
(5c): for time longer than 130 ps, the diffusive regime, tails of Gs(r,t) progressively 
extend in space as time goes on. We note that there is no evidence for a double 
peak structure of G s(r,t), even at the lowest temperature, suggesting that hopping 
contribution to diffusion is still negligible. 

Hie intermediate time region in which Gs(r,t) is slowly varying in time 
corresponds to the p-relaxation region described by die MCT. In this regime, a 
space-time factorization is supposed to hold (see Equation 4). Figure 5 is intended 
to compare how this prediction of the MCT is born out in our simulated system In 
Fig. 5 we show the probability that a molecule has moved less than r during time t, 

n(r, t) = JJ47cf 2G §(r*, t)df, as a function of time, in the ^-relaxation region, for 
some selected r values. This representation, using the integral of Gs, is less noisy 
than Gs itself. We show three different r values, corresponding to distances close 
to, and larger than, the radius of the cage. We expect from Eq. 5 that n(r,t) can be 
well represented by the functional form, f(r) - g(r) tD. From fitting n(r,t) in the b-
region with such a functional form, we find that the resulting exponent b has an 
effective value that depends on r. It decreases on decreasing r, in apparent 
disagreement with the MCT. However, if we fit all curves simultaneously with an 

(7) 
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Q(nm'*) 

Figure 3. Structure factor S^Q) for the oxygens for three selected temperatures. 
(Reprinted with permission from reference 17b. Copyright [19%] The American 
Physical Society. All rights reserved.) 

a b c 

r (nm) r (nm) r 

Figure 4. Self part of the van Hove space-time correlation function for three time 
regions of interest at the lowest studied temperatures, (a) ballistic region: t < 0.2 ps, 
(b) p-relaxation region: 0.2<t<120 ps, (c) a-relaxation region: t > 150 ps. 
(Reprinted with permission from reference 17b. Copyright [1996] The American 
Physical Society. AH rights reserved.) 
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expansion in terms of t b up to the second (or third) order, we obtain a single r-
independent value b = 0.50 ± 0.05. We thus suggest to use n(r) as the quantity to 
look at when checking Eq. 3 via simulations. The apparent dependence of the 
effective b on r will be discussed in more details in the following. 

C. Mean square displacement and the non-Gaussian corrections. 
We show next the mean square displacement (MSD) of the oxygen 

atoms, (r2 (t)) = |̂r (t) - r(0)f), for all the studied temperatures, in Figure 6. This 
is the second spatial moment of G$(r,t). Curves have been plotted in a log-log scale 
in order to better display the flattening-out behavior of <r̂ > at intermediate times. 
All curves have an initial t 2 region, describing the ballistic region. At high T, the 
ballistic region is followed by the usual diffusive, linear dependence in t 
However, as already suggested by the behavior of Gs(r,t), for low T, an 
intermediate time region develops where <r2> remains essentially flat Atypical 
molecule appears trapped in a cage for a considerable amount of time before starting 
to diffuse away. Indeed, for the lowest temperature, <r2> becomes almost flat for 
three decades of time. During this time, no significant diffusion is present. The 
molecule vibrates and librates mainly within the cage. From the value of <r2> at 
the plateau, we estimate die radius of the cage to be about 0.55 A , very slighdy T 
dependent Note that the onset of the cage effect appears always at the same tune, 
0.25 ps, regardless of temperature. This is completely analogous to the 
corresponding result obtained by Kob and Andersen [16] for binary mixtures of 
Lennard-Jones spheres close to the glass transition. While <r2> is constant, no 
significant structural changes happen in the system Thus the system is frozen in a 
particular configuration for a long time. For longer times, onset of diffusion allows 
for a structural relaxation. 

In Figure 7 we show the MSD for oxygen atoms in ice compared with that 
in liquid at three selected temperatures. As expected there is no diffusion for 
oxygen in ice. It is interesting to observe that there is no substantial difference in 
the short time dynamics of water molecules up to .25 ps in the liquid and in the 
solid. The plateau of the MSD of ice starts at a slightiy smaller cage of radius 0.52 
A, as compared to the 0.55 A at the lowest temperature we studied in the liquid 
state. 

The values of D extracted from the asymptotic behavior of MSD are shown 
in Figure 8 together with the fitted curve to the power-law temperature dependence 

D = D 0(T/T* - 1)Y. We also show the values of D from [27]. For both isobars, the 
temperature dependence of D is well described by a power-law, as in real 
experiments [35]. T* and y are pressure dependent The difference between T* 
and the corresponding TMD is always about 50 K. We note also that the difference 
between Ts and TMD in real water is also about 50 K. Henceforth we suggest the 
possibility of interpreting Ts as the temperature of structural arrest The differences 
in S between the two simulated isobars are consistent with the experimentally 
observed sensitivity of yon pressure (see Ref. [35]) and with the MCT. Indeed, 
according to the MCT, y depends on the specific point of the glass transition line 
TC(P) approached. 

From Fig. 4 we see that Gs(r,t) is apparendy a Gaussian function in space 
only for early times. To quantify the degree of non-Gaussianity we calculate the 
so-called non-Gaussian parameters (Xn(t). They are defined by 

D
ow

nl
oa

de
d 

by
 U

N
IV

 O
F 

G
U

E
L

PH
 L

IB
R

A
R

Y
 o

n 
O

ct
ob

er
 4

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

02
0

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



274 SUPERCOOLED LIQUIDS 

t(ps) 

Figure 5. n(r, t) as a function of time for three selected r values in the 
p - relaxation region, r = 1.7 A (square), r = 1.1 A (circle), r = 0.7 A (diamond). 
Full lines are fits according to a third order expansion in powers of 
t b with b = 0.5. (Reprinted with permission from reference 17b. Copyright 
[1996] The American Physical Society. A l l rights reserved.) 

< 

101 -

10" 

v 

10" 

10~2 10 10' 101 102 103 104 10J 

t(ps) 

Figure 6. MSD as a function of time for. T = 206.3 K (circle), T = 209.3 K 
(square), T = 213.6 K (diamond), T = 224.0 K (triangle), T = 238.2 K (left-
pointed triangle),T = 258.5 K (down-pointed triangle), T = 284.5 K (right-pointed 
triangle). The curves show the cage effect, starting at 0.25 ps, followed by an 
eventual diffusion of the molecule. Arrows indicate the time at which the non-
Gaussian parameter a 2(t) is the maximum. (Reprinted with permission from 
reference 17b. Copyright [1996] Hie American Physical Society. A l l rights 
reserved.) 
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t(ps) 

Figure 7. MSD of oxygens for hexagonal ice and liquid water, (right-pointed 
triangle) represents the liquid at T = 284.5 K , (triangle) the liquid at T = 224.0 K , 
(circle) the liquid at T = 206.3 K , (diamond) ice at T = 194 K . The lines are to 
guide the eyes. (Reprinted with permission from reference 17b. Copyright [1996] 
The American Physical Society. A l l rights reserved.) 

200 250 300 
T(K) 

Figure 8. Temperature dependence of the diffusion coefficient D for two isobars, 
(square) are from Table I, (circle) from [27]. Full lines are power-law fit 
respectively given by 
D = 13.93 (T /198 .7- I f 7 3 andD = 7.39 (T/186 .3- l ) 2 * 9 

where D is in cm 2 / s and T is in K. (Reprinted with permission from reference 
17b. Copyright [1996] The American Physical Society. A l l rights reserved.) 
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c.(r*(t))' ^ C ' 3" 

We note that, as found in several previous simulations of liquids close to the glass 
transition [33,361,<*2(t) increases significandy in the p region and reaches its 
maximum when diffusion starts to be significant For longer times, (X2(t) goes 
back to zero. This is expected because for long time Gs(r,t) has to go back to a 
Gaussian shape [34] whose variance is controlled by the diffusion coefficient D. 
Figure 9 shows die behavior of ct2(t) as a function of T. The time at which ô (t) is 
maximum, tamax, is also indicated by arrows in Figure 6. We note that in the case 
of SPC/E water ct2(t) increases significandy in the p region, much more than it was 
observed in previous simulations of supercooled liquids [33,36,37]. We also note 
that tamax has a power-law dependence on T - T * , as shown in the inset of Figure 
9. The apparent exponent of the T dependence of tamax is 2.5, close to devalue 
of 2.7 found in the T dependence of D. A slight change in T* or the restriction of 
the T range to the five lowest T would allow a fit of tamax with an exponent 2.7. 
tamax could be used to locate the glass transition [38]. 

D. Intermediate scattering function. 
We now move on to the incoherent intermediate scattering function Fs(Q,t), 

the spatial Fourier transform of the van Hove self-correlation function Gs(r,t). 
Fs(Q,t) can be measured by an incoherent neutron scattering experiment Previous 
works on the behavior of Fs(Q,t) in simulated water [39 - 41], although based on 
rather limited simulated time scales (up to 10 ps at most) and limited temperature 
range, have shown that: (i) the intermediate scattering function for the center of 
mass, Fs(Q,t), is non-Gaussian except at short times [39]; (ii) at room temperature 
the diffusive behavior of water molecules is not describable by a discrete jump 
diffusion [39 - 41]; (iii) the decay of Fs(Q,t) has a fast and a slow component, the 
time scale of which becomes increasingly disparate upon supercooling [41]. 

Figure. 10 shows the T dependence of Fs(Qmax»t). Note that for all T 
investigated, Fs(Qmax,t) decays to zero in the long time limit This confirms that the 
simulations were long enough to guarantee the complete decay to zero of the test 
particle correlation function, i.e. that all simulations were in die liquid state and in 
equilibrium. Fs(Qmaxf 0 also show the presence of three different regimes, the 
initial one characterized by a fast decay, followed by a plateau region, and by a final 
decay to zero. Figure 11 shows die Q dependence of Fs(Qmax»t) at one selected 
temperature. 

For very early times, FS(Q, t) decays following a quadratic dependence on 
time, characteristic of the ballistic motion. This is not surprising because we have 
seen already that ct2(r,t) is very small in this time range. Moreover, Fs(Q, t) both 
for ballistic motion and for vibrations in a harmonic potential well, is described by a 
Gaussian function in space [34]. 

At intermediate times, FS(Q, t) is slowly varying, confirming the existence 
of a time region where no significant structural changes are observed. In this time 
region, molecule explore all die space inside the cage. 

For long times, Fs(Q,t) decays in a non-exponential fashion. We can fit the 
entire curve rather well by the following equation 
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time (ps) 

Figure 9. Non gaussian parameter cc2(t) as a function of time for all studied 
temperatures. Hie inset shows the T dependence of the position of the maximum 

to highlight the power law dependence on T / T c -1. The full line is a power-
law with exponent 2.5. (Reprinted with permission from reference 17b. 
Copyright [1996] The American Physical Society. All rights reserved.) 

t(ps) 

Figure 10. F ^ Q ^ t ) vs time (symbols as in Fig. 7). Solid lines are calculated 
according toEq. 11. (Reprinted with permission from reference 17b. Copyright 
[1996] The American Physical Society. All rights reserved.) 
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F.(Q,t) = [1 - A(Q)]e- ( l /*- ) a + A C Q ) ^ ' (9) 

This equation models the initial decollation associated with the motion of the test 
particle inside the cage by a Gaussian term. This is followed by a torn with a 
stretched exponential decay, describing the relaxation of the cage surrounding the 
test particle which results in migration of the particle. The factor A(Q) gives the 
level of the plateau in the intermediate times. 

Full lines in Fig. 10 and Figure 11 are fit to the data according to the 
Equation 9. From the fitting procedure we find that t § is rather constant and is of 
the order of 0.15 ps. It has a very weak T dependence as expected. A(Q), is well 
described by a Debye-Waller like function, e ' ^ Q 2 / 3 , where a is (0.55 ±0.03) A , 
slightiy increasing on increasing T. Figures 12 and 13 show the values of the 
parameters obtained from the fit, both in T and in Q, for the two most interesting 
parameters, p and xx. We note that p starts from 1 at small Q and goes to 0.5 at 
high Q. There is also a weaker dependence on T, suggesting that p increases on 
increasing T. This Q and T dependence of P is what one would expect for a 
phenomenon which happens on a very precise length scale. When the inverse of the 
magnitude of the Q vector is much larger than the cage size, the slow dynamics, 
manifested through the reduced values of the stretched exponent, ceases to persist 
For larger distances, compared to the cage dimension, diffusion is normal and the 
decay of the test-particle density fluctuation goes back to the usual exponential 
form, e -DQ 2 t (p = 1). Similarly, on increasing the temperature, cages break and 
reform on a faster rate and the convergence of the stochastic process to a gaussian is 
faster. We look next to t,. xx signifies the time it takes for the test-particle density 
fluctuation to die out over a length of Q" 1, i.e. the time it takes a molecule to diffuse 
over distances of the order Q - 1 . For large distances and at all T, the leading 
propagation mechanism is diffusion, which implies that xx = (DQ 2 ) ' 1 . For small 
distances, at high T, we still observe the Q 2 behavior, in agreement with the fact 
that (X2(t) is not very large. From Figure 13 we observe that T^ D Q 2 = 1 at low Q 
and high T while at high Q and low T significant deviations are present. %x~x seems 
to crossover rom a Q 2 to a Q behavior. Note that a Q 2 dependence has been 
observed for glycerol close to its glass transition [42]. At low T, xx is bigger than 
one would expect if diffusion where the only mechanism. This suggest that at short 
length scales, diffusion is lower than it would be, suggesting the presence of 
anomalous diffusion over small scales. It should be noted that we do not find %x ~ 

Q-2/p aj large Q and small T, as was observed in a glass forming microemulsion 
and polymer melts [43,44]. This difference probably stresses the highly non-
Gaussian behavior of the dynamics in SPC/E water. Indeed, the behavior 
x{ « Q - 2 / 0 is expected when Gs(r,t) is a Gaussian in space with a variance growing 
as tP. 

We now come to a more detailed study of the behavior of the correlator 
Fs(Qtt).in the late p region. As discussed in Sec n, all correlators are supposed to 
decay as a power law with the von Schweidler exponent b (Eq. 3). Figure 14 
shows that, for all low temperatures such that the P region is clearly established, the 
fit with a power-law is superior than the stretched exponential form The Q 
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t(ps) 

Figure 11. F ^ Q ^ . t ) vs time for different Q values at T = 209.3 K (from top to 
bottom, integer multiples of 0.33 A**). Solid lines are calculated according to Eq. 
11. (Reprinted with permission from reference 17b. Copyright [1996] The 
American Physical Society. A l l rights reserved.) 

1.0 

0.7 

0.4 

• T-206K 
• T-285K 

3 200 
Q ( A 1 ) 

Figure 12. Results from the fitting procedure for the parameter p. Left panel: P as 
a function of Q at two different temperatures. Right panel: pas a function of Tat 
Q = Qmax and at the smallest available Q = 0.33 A* 1 . (Reprinted with permission 
from reference 17b. Copyright [1996] Hie American Physical Society. A l l rights 
reserved.) 
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O n 
O O 

Jig??***; 
1 2 2 
Q (A"1) 

Figure 13. Results from the fitting procedure for die parameter X j . The left panel 
shows the Q-dependence of xx at all temperatures (symbols as in Figure 6). The 
right panel shows DQ2x, as a function of Q. Note that at low T and high Q, 
DQ 2Xi increases linearly, suggesting that xx * Q~ l. (Reprinted with permission 
frtfm reference 17b. Copyright [1996] The American Physical Society. All rights 
reserved.) 

0.85 

0.80 

1 0.75 

0.70 

0.65 

O T-2063 K ^ 
• T-209J K 
OT-213.6K 

. power law 
stretched exp \ \ 

\ \ 
\ \ f \ V 

\ 
\ 

10 100 

t (ps) 
1000 

Figure 14. Comparison between the stretched exponential and the von Schweidler 
law in the (J-region. Full curves are the comparison with F.fQ^.t) at the three 
lowest temperatures. (Reprinted with permission from reference 17b. Copyright 
[1996] The American Physical Society. All rights reserved.) 
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dependence of b is instead at odd with die predictions of MCT. We find that the 
apparent exponent b, as calculated from fitting the time dependence of Fs(Q,t). in 
the p region, apparendy decreases on increasing Q. It goes from the value 0.7 at the 
smallest Q down to about 0.3 at high Q. At Qmax the value of the effective b is 
consistently given by b = 0.5 ± 0.05, independent on Q, as shown in Figure 14. 
The decrease of the apparent b on decreasing Q was also detected in a previous 
calculation of Lennard Jones mixtures close to the glass transition [16]. 

As discussed in Section n, the exponents b and y are related by MCT. We 
independendy measure both exponents, one from the t dependence of the 
correlators in the p region and one from the T dependence of D. The resulting 
(b, y) pair obtained for SPC/E water is (0.5,2.75). Hie agreement between our 
calculated value and the theory (Equations 5 and 6) is surprisingly good. 

V. Slow Dynamics In Real Water 

The most direct way of confirming the existence of a slow dynamics at 
supercooled temperatures as described above is to measure the self-intermediate 
scattering function Fs(Q,t), computed in die CMD discussed in section IV D. In a 
QENS experiment, one measures the self-dynamic structure factor, S,(Q,a>), 
which is die Fourier transform of Fg(Q,t). As we have already mentioned, study of 
the two-step relaxation and especially the long-time alpha relaxation in time domain 
in the intermediate scattering function amounts to an analysis of the line shape of the 
self-dynamic structure factor in the frequency domain. For this purpose, we need 
data from a high resolution QENS experiment The Fourier transform of the 
Gaussian term in Equation 9 will result in a Gaussian term in co with a full width at 
half maximum equal to 4V/n2 / tB .Recalling x, = 0.15 ps, the line width is 
calculated to be 14.5 mev. For a typical QENS experiment, this line amounts to a 
flat background whose height is t § / = 0.0423 ps, a negligible contribution 
compared to that from the second term in Equation 9. Furthermore, the Debye-
Waller factor A(Q) has a value 0.76 at the and a value 0.92 at Q = 1.0 A " 1 . 
Thus, as far as a QENS experiment is concerned, the line shape of the dynamic 
structure factor is dominated by the contribution from the alpha relaxation term. 

We shall re- analyze a data set taken from water contained in Vycor glass that 
has been published previously [50]. This QENS data set was taken with an 
instrument resolution of HWHM = 28 pev, which is good enough for testing the 
theory given by Equation 9. 

Vycor brand porous glass no. 7930 is a product of Corning Glass Works. 
The Vycor glass has a pore volume fraction of 28 % and the average pore size of 50 
A . A full hydration is defined as 0.25 g of water per g of Vycor. The QENS data 
set we analyzed is taken at a half hydration. For time scales of hundreds of pico
seconds and even nano-seconds, the distance that a typical water molecule travels is 
much smaller than the average pore size of the glass. Thus the confinement effect 
on diffusion of water molecules need not be considered. However, there may be 
some surface effects for water containing in pores, but we shall ignore it and treat 
the water as a bulk water in the first approximation. 

Figure 15 shows some of the fits to die experimental data at T=268 K at 
several Q values using the model of Equation 9[51]. We fit the QENS spectra with 
Fourier transform of just the alpha relaxation term. In these fits the exponent P was 
fixed at 0.55, a value taken from the literature on a typical glass former. We are 
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Energy (meV) Energy (meV) 

Figure 15. Analysis of QENS data for 50% hydrated Vycor at 278 K using the 
model of Eq.l 1. Note that the energy resolution of the instrument is 24 p,eV 
F W H M . The significant point to note is the excellent fit to the wing of the quasi 
elastic peak by the Cole-Cole dispersion function which is an approximation to the 
Fourier transform of a stretched exponential function. 
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more interested in the magnitude of the alpha relaxation time %, as functions of Q 
and temperature. As can be seen, the stretched exponential function or equivalendy 
the Cole-Cole dispersion function fits die wing of the quasi elastic peak very well. 
In a previous analysis [50], this same set of data was fitted in terms of a confined 
diffusion model which gives an expression for the dynamic structure factor 
consisting of a superposition of an elastic peak and a Lorentzian quasi-elastic peak. 
In our present model we do not require an elastic component which is more 
reasonable for a liquid state [51]. 

Figure 16 gives the Q dependence of the relaxation rate 1/x extracted for the 
three temperatures indicated in the figure. It is interesting to observe that the 
relaxation rate 11% does go to zero at Q = 0 and it is well described by a power law 
in Q with an exponent y ranging from 2.51 at T = 298 K to 2.06 for T=268 K. We 
need to perform, in the near future, a QENS experiment with bulk water at a 
resolution of 10 pev for a more definite confirmation of the slow dynamics. 

V I . Conclusions 

We have presented evidence that SPC/E water undergoes a kinetic glass 
transition 50 degrees below the TMD. Hie C M D results are well accounted for by 
the idealized M C T of supercooled liquids, suggesting an interpretation of the so-
called Angell temperature as die critical temperature of the M C T [17]. In this regard, 
the apparent power-law behavior of the temperature dependence of transport 
coefficients in liquid water on supercooling is traced to the formation of cages and 
the associated slow dynamics resulting from the presence of long-lived cages. In 
other words, the divergence of transport coefficients does not need to rely on the 
existence of a thermodynamic instability, either connected to the re-entrance of the 
gas-liquid spinodal or to the presence of a critical point at high pressure and low 
temperature. 

It is important to stress that the finding of our C M D work could be tested by 
a careful analysis of a high-resolution QENS experiment. We found that the line 
shape of the slow relaxation part of the F s(Q,t) can be described very accurately by 
a stretched exponential decay around and above Qmax- Unfortunately in a previous, 
extensive QENS experiment of supercooled bulk water the instrumental resolution 
of 84 peV was used which would not allow one to see the detailed lineshape 
characteristic of the stretched exponential relaxation (a Cole-Cole dispersion 
function) [46]. The T dependence of (J at Qmax can also be tested, as well as the Q 
dependence of xl and its crossover from a Q^ behavior at small Q to a Q behavior at 
high Q at low T. In section V we presented an analysis of a set of existing QENS 
data for water contained in Vycor glass. The results confirm the existence of the 
predicted slow dynamics as expressed by Equation 9. 

The scenario described above bears a strong resemblance to the results of 
M D simulation for the mixed Lennard-Jones spheres carried out recendy to test the 
M C T description of the kinetic glass transition. In this respect, the prediction of the 
idealized M C T seems to be robust, and able to described both a fragile liquid 
[47,48], a system of atoms interacting with a spherically symmetric potential, and a 
system with molecules interacting via a highly directional potential. It is surprising 
that a simple Lennard-Jones system, in which molecules are confined in cages with 
a large coordination number, behaves, close to its glass transition, similarly to a 
tethrahedrally coordinated system, like a SPC/E water, in which the cages are 
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Figure 16. Q dependence of the alpha relaxation rate I fx as a function of 
temperature. Note that the power law dependence on Q is well confirmed. The 
relaxation rate is proportional to Q to the power g indicated in the figure. D
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formed radio' by a deep, directional hydrogen-bonding potential than by die 
excluded volume constraint 

The general picture we get from this study is that die system goes back to 
the "normal" behavior for distances much larger than the cage size. Indeed, we find 
that for small Q, the stretched exponential behavior tends to die usual simple 
exponential, diffusion becomes normal, 1/t, scales as Q 2 and the Gaussian 
approximation for Fs(Q,t) becomes sufficiendy good At small Q, the presence of a 
nearby ideal glass transition appears only via the T dependence of D and %x. 
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Chapter 21 

Raman Evidence for the Clathratelike Structure 
of Highly Supercooled Water 

G . E . Walrafen, W.-H. Yang, and Y . C. Chu 

Department of Chemistry, Howard University, Washington, D C 20059 

The peak frequency of the Raman OH-stretching contour from liquid 
water, supercooled to -33 °C at 1 atm, is only 1% higher than that of the 
OH-stretching peak from the solid, type II, 17:1, H 2 O: tetrahydrofuran 
(THF) clathrate, 3190 cm-1 (1) versus 3160 cm-1, respectivery; and, the 
molal volume inferred for supercooled water at -45 °C is only 1% larger 
than that of a the 17:1 THF clathrate, with H2O as the guest in all 24 
voids of the 17.14 Å cubic unit cell (2), 19.2 cm3/mole (3) versus 18.96 
cm3/mole, respectivery. Furthermore, polarized, X(ZZ)Y, Raman 
spectra from cold D2O display a well-defined isosbestic point at 2430 ± 5 
cm -1 (4), which lies well within the D-bonded frequency range, thus 
completely separating OD-stretching components assigned to pentagonal 
rings, 2380cm -1, from those assigned to hexagonal rings, 2520 cm - 1. 
The foregoing observations, and many other types of data, indicate that 
the structure of water, towa-d its supercooling limit, involves a clathrate
like H-bonded network, stabilized by the strong H-bonds of pentagonal 
rings, by cooperative effects between pentagonal rings, and by decreased 
thermal disorder. 

In 1968 Bernal (5) described a revised model of liquid water which consituted a major 
improvement over the 1933 model of Bernal and Fowfer (6). This revised model was 
based on theKeatite structure of silica, P4 12 12, which bears close similarity to the ice HI 
structure, P432!2. Bernal's revised model involved H-bonded five- and six-membered 
rings, most of which were puckered. The five-membered rings of Keatite, formed by Si 
atoms, and of iceDI, formed by O atoms, are also puckered. This Keatite-based model 
was found to yield the correct density, *1 g/cm3, and also to agree with the known 0-0 
pair correlation function, with respect to the first and second peak areas (5). 

Finney confirmed that the Keatite model was discarded after Bernal's death (7), 
and thus we decided to develop a related model. Our model was constructed from 100 
tetrahedra having angles randomized from 106 to 110 degrees. It involved flexible (bent) 
H-bonds ( O - H O units), as well as a range of O-O distances. 

© 1997 American Chemical Society 287 
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288 SUPERCOOLED LIQUIDS 

The completed model contained 44 pentagons, 30 hexagons, and 2 heptagons, most of 
which were puckered, and many of which shared common sides. However, 12 of the 
44 pentagons were found to be planar, and measurement of the angle between two 
planes, which could be identified, approximately, for the remaining pentagons, yielded 
an average angle, over all of the 44 pentagons, of 165 degrees, i.e., 15 degrees from 
planarity. 

Many H-bonds in our model were linear, but several deviated from linearity by 
as much as 20 degrees. The deviation from linearity, averaged over all H-bonds, was 6 
degrees. 

The number of nearest O-O neighbors in our model was found to be only shghtiy 
greater than 4, the number of second O-O neighbors was -18, and die density was ~1 
g/cm3. 

We beheve that both Bernal's model and our model conform most closely to cold 
water. Moreover, both models are devoid of periodicity, and thus they are appropriate 
for a liquid. 

Our model building was accomplished solely to demonstrate that an H-bonded 
structure containing large numbers of pentagons and hexagons is not inconsistent with 
some known properties of water. Such models may suggest that large numbers of H -
bonded pentagonal and hexagonal rings exist in the structure of water, but they definitely 
do not consitute a proof. 

A similar suggestion comes from the simple observation that the triple point, at 
*-20 °C and *2kbar, involves an equilibrium between liquid water, ice HI, and ice I h. 
Because ice HI contains H-bonded pentagonal rings, and ice 1̂  H-bonded hexagonal 
rings, it is not unreasonable to suppose that both types of rings might also exist in liquid 
water at the triple point, or especially at lower pressures, e.g., 1 atnx However, this 
latter example raises a new possibility, namely, that supercooled liquid water may favor 
one type of ring, and ambient water another. 

Raman data are described subsequently which indicate that pentagonal rings are 
favored, energetically, over hexagonal rings, and moreover that the pentagonal ring 
concentration increases as the temperature of the supercooled water decreases. Of 
course, one might arrive at the same conclusion from the simplest, geometric, bending-
strain considerations, namely, that the O-OO angle in a planar pentagon is 108 degrees, 
which is close to the tetrahedral value of 109.5 degrees, whereas the corresponding angle 
in a planar hexagon is 120 degrees, thus necessitating strain due to bending. 

Apart from the preceding structural inferences, there are many thermodynamic, 
transport, and other data which suggest that highly supercooled water involves bulky 
polyhedral structures based upon H-bonded pentagons and hexagons, i.e., structures 
similar (except for the lack of the guest molecule) to clathrate hydrates (8-13). 

Molecular dynamics simulations also suggest the possibility of H-bonded 
pentagons and hexagons for supercooled liquid water (14). 

Nevertheless, expecially compelling evidence for clafhrate-Bke structures comes 
from the observation that the 1 arm activation energies for shear-fluidity and self-
diffusion increase to enormous values in very highly supercooled liquid water (8), 
whereas the corresponding activation volumes are negative from 1 arm up to about 2 
kbar, beyond which they attain the normal positive activation volumes exfubited by most 
other liquids. In addition, the 2 kbar self-diffusion data, when treated by the Young-
Westerdahl (YW) method (8), yield a constant enthalpy change of about 5 kcal/mole 
H 2 0 . This value contrasts sharply with the 1 arm values, which when treated by the 
same Y W function (8)f yield increasingly large activation energies with increased 
supercooling. 
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21. WALRAFEN ET AL. Clathratelike Structure of Supercooled Water 289 

The conclusion which seems to be forced upon us by the above facts, is that pressure 
disrupts the bulky, pentagon- and hexagon-based polyhedral structures, as required by le 
Chafelier's principle, to yield a densified water structure having properties more like 
those of "normal" or unassociated liquids. A pressure of 2 kbar appears to be sufficient 
to lower the activation energies for shear-fluidity and self-diffusion, significantly. 
Moreover, high-pressure produces interr^netration or structural deflation, which 
increases the density by filing or otherwise diminishing the size of the polyhedral voids. 
Such voids are the most probable source of the negative activation volumes for 
supercooled water. 

Despite the fact that structural models, thermodynamic treatments, and molecular 
dynamics simulations all point to a picture involving pentagon-based polyhedral 
structures, it is still desirable to obtain direct exrxrimental, microscopic evidence for such 
structures. Unequivocal Raman spectroscopic evidence, for example, should be in hand 
before die existence of such polyhedral structures can be regarded as established for 
supercooled liquid water. Such direct evidence is now provided in the present work by 
comparisons of Raman spectra from highly supercooled liquid water with those from 
supercooled and solid H 2 6-THF, e.g., 17:1, the concentration at which the solid forms a 
well-defined clathrate structure, accurately measured by x-ray diffraction (2). 

See Sloan, Ref. (15) for structure, and Sloan and Long, Ref. (16) for Raman 
spectra of THF-H 2 0 solutions. 

A digression at this point might further help to elucidate our current view of the 
structure of supercooled water, as contrasted to the structure of a related H 20-filed 
clathrate hydrate. We refer specifically to the previously mentioned agreement between 
themolal volumes of supercooled water at -45 °C, and the 17:1 THF clathrate structure, 
where H 2 0 replaces THF in the 8 large voids, and also fills the 16 small voids of the unit 
cell (75,77). 

We begm with two questions. 
(1) . How is it possible to explain the close agreement between the above-

mentioned molal volumes, which necessarily means that the H 2 0 molecules which fill 
the 24 voids in the type II unit cell are not H-bonded, with Raman observations (1, 16, 
18) which indicate that the fraction of non-H-bonded OH-groups is decreasingly small 
for highly supercooled liquid water? 

The fact that fully H 2 Ofi led types I and II clathrate structures yield molal 
volumes of 19.3 and*19.0cm3/mofe (15,17,19), respectively, in close agreement with 
the value of 19.2cm3/mole (3) for highly supercooled water at -45 °C suggests that such 
agreements are not fortuitous. 

(2) . How can the two above-described clathrate hole filing results be made to 
conform with the neariy complete H-bonding observed experimentally? 

The answers to the two questions appears to be that the void-filling of the 
clathrate structure is equivalent, volume-wise; to structural deflation, Le., a kind of 
crushing-in, probably accompanied by some tearing-apart and reconstitution, of the 
clathrate network. In this regard it should be noted that the solid 17:1 THF clathrate is 
composed of regular, planar pentagonal and hexagonal rings, whereas the above-
mentioned crushing-in could be accomplished in part by ring puckering. 

An analogy which might help to explain how the mold volume of the empty type 
II clathrate versus that of the fully H 20-filed type II clathrate might be achieved without 
H-Bond breakage envisages a model of the type II unit cell constructed of fine wires, 
whose pentagonal and hexagonal rings are initially completely regular and planar. 

We next assume an * 18 % volume deflation (to give the density equivalent to 
filling all 24 unit cell holes with H 2 0) produced by random crushing, indenting, 
twisting, etc., such that the pentagonal and hexagonal rings become puckered and 
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290 SUPERCOOLED LIQUIDS 

distorted. The required rise in the global density thus corresponds to ring puckering and 
distortion. However, no "H-bonds" were broken in this process. Moreover, the basic 
clathrate network pattern remains, to wit, the connectivity does not change. This 
conservation of connectivity helps to clarify the term "clathrate-like" used in this chapter. 

The volumes of the 16 pentagonal dodecahedral (12-sided) and 8 
hexakaidecahedral (16-sided) voids in the type II lattice are about 16 X 160 A 3 and 8 X 
290 A 3 , respectively (29), yielding a total void volume of 4880 A 3 , in a unit cell volume 
of 5036 A 3 , which amounts to ~31 A 3 void volume per H 2 0 molecule. The average void 
volume per H 2 0 for our previously described model is extremely difficult to determine 
accurately because the void shapes are very irregular. Nevertheless, we estimate that the 
value is roughly 25 A 3 perH 2 0, which is 24 % less than the value of 31, i.e., close 
enough to the required 18% deflation, described abo^e. The smaller voids of our model 
apparentiy result from the many puckered and distorted rings. 

An important caveat relative to the preceding conclusions is that H-bonds, and 
thus the pentagons and hexagons formed by H-bonded O O nearest neighbors, are 
continuously breaking and reforming in supercooled water. This extremely important 
effect is necessarily missing from our static models. 

Raman spectra from the solid 17:1 THF clathrate are presented next, followed by 
Raman results from highly supercooled water. Splitting of the symmetric breathing peak 
of the heterocyclic THF ring upon interaction with water, is described, and this splitting 
is related to the OH-stretching regbn from a supercooled 17:1 aqueous THF solution. 
Further spectral comparisons are made, followed by Raman spectra from D 2 0. High-
pressure Raman measurements from cold equilibrium water to -9 °C are then described. 
The chapter concludes with a discussion of transport properties of supercooled water. 

Raman Spectra From Sol id , 17:1, H 2 0 - T H F Clathrate 

Tetrahydrofiiran, C 4 H 8 0 , is a cycle ether. Hie oxygen atom is a member of a 
pentagonal heterocyclic ring whose four other members are the carbon atoms of the four 
C H 2 groups. (This heterocyclic pentagonal ring should not be confused with pentagonal 
rings of H 2 0 molecules in clathrate structures, also discussed here.) The two lone 
electron pairs of the oxygen atom, which are not engaged in bonding to carbon atoms, 
are available for, and certainly engage in some, H-bonding to H 2 0 molecules in aqueous 
THF solutions. However, these lone electron pairs definitely do not engage in H-
bonding in the 17:1, H 2 0-THF solid clathrate, as shown below. 

The 17:1 H 2 0-THF solid clathrate has a type n, cube Fd3m structure whose 
lattice parameter is 17.141 ± 0.027 A (2). This structure contains large 
hexakaidecahedral cages, X , and smaller pentagonal dodecahedral cages, Y, namely, 
8X16Y136 H 2 0 (15, 17, 19). TheH2CVrHF mole ratio is 136/8 = 17/1, when the 
large cages are completely filled with THF. 

A Raman spectrum from the solid, 17:1, H 2 0-THF clathrate at 3 °C is shown in 
Figure 1. 

The two peaks shown in Figure 1 below «3100 cm'1 arise from stretching 
vibrations of the C H 2 groups of THF, and hence are only of secondary importance here 

The peak near 3160 cm"1 and the overt shoulder near 3400 cm*1 arise from O-H 
stretching vibrations of the water in the clathrate structures. Both of these O-H stretching 
vibrations involve H-bonded protons. 

We believe that the 3160 cm"1 peak is produced by H-bonded O-H groups of 
pentagonal rings in the clathrate structure. Such rings involve strong H-bonds which are 
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21. WALRAFEN ET AL. Clathratelike Structure of Supercooled Water 

the source of the strong proton correlation, explained next, which gives rise to the sharp, 
intense 3160 cm"1 peak (20). 
The term proton correlation refers to intermolecular proton motional correlatioa that is, 
motional correlation between protons of neighboring first or higher neighboring, H-
bonded H 2 0 molecules. 

Suppose, for example, that the symmetric OH stretches of the five H 2 0 
molecules in an H-bonded tetrahedron (tetrahedral in the five O atoms) are all in phase. 
These five in-phase motions would then give rise to an addiional symmetry beyond that 
which the symmetric stretches of the five molecules would have if they were not 
intermolecularly correlated. The result is that the five in-phase stretches may lower the 
depolarization ratb, e.g., toward the observed value of 0.04, compared to the 
uncorrelated case, where the value is 0.4 (21). 

As a second example, consider a planar, regular pentagon composed of H -
bonded H 2 0 molecules. The totally symmetric OH stretching or ring breathing mode of 
such a pentagon would necessarily mean that the protons move in concert, that is, in the 
same phase. The depolarization ratio for such a totally symmetric mode should be zero, 
not too far from the value of 0.04 observed for the OH-stretchiig component near 3220 
cm 1 (21) 

Such proton correlating mechanisms lower the depolarization ratb and yield 
sharp, intense Raman peaks, compared to the ordinary inhomogeneous broadening 
effects. This sharpening and intensification is observed for highly supercooled water, or 
for the 17:1 H 2 O T H F solid, Figure 1. 

The 3400 cm"1 shoulder is also prodiced by H-bonded O-H groups. However, 
this feature lacks the high degree of proton correlation of the 3160 cm feature (16). The 
3400 cm"1 shoulder is thought to arise from H-bonded six- and higher-membered r in^ . 

The observed high polarization (low depolarization ratb) of the 3160 cm"1 

feature, and the much lower polarization (higher depolarization ratb) displayed near 
3400 cm"1 (16) are in agreement with large and small degrees of proton correlation, 
respectively (20). The same argument was used many years ago (21 ), and recentiy (20), 
to assign the corresponding features in liquid water. 

Raman Spectra From Highly Supercooled Liquid H 2 0 

Hare and Sorenson (1, 22) have reported Raman spectra from highly supercooled water. 
Ther spectrum at -33 °C displays an intense peak near 3190 cm", as well as a shoulder 
centered near 3400 cm"1. The polarization of the intense peak is large (18, 21) (low 
depolarization ratb), like that of the intense 3160 cm"1 peak of the 17:1 solid clathrate 
(16). Moreover, because the frequency of the higher-temperature anabgs of the 3190 
cm peak from supercooled water decfine with decreasing temperature (1, 22), it is 
probable that the peak frequency from water supercooled below -33 °C will approach the 
frequency of the solid 17:1 clathrate peak, e.g., upon supercooling to -45°C. (Raman 
spectra have not yet been obtained, unfortunately, from water under such extreme 
supercooling.) 

The close agreement between the peak frequencies of water supercooled to -33 
°C, and of the solid 17:1, H 2 0/THF clathrate, seems not to have been appreciated, or 
reported, previously. This close agreement is of paramount importance. It 
provides strong evidence for the clathrate-like nature of highly 
supercooled liquid water. We further believe that this agreement arises 
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292 SUPERCOOLED LIQUIDS 

because H-bonded pentagonal rings are common to water and solid 
clath rates. 

"Splitting" Of The «920 Cm*1 Raman Peak From THF In Water 

Raman spectra were obtained in the fundamental region from neat THF (near 1000 cm"1), 
from aqueous solutions of THF over a wide range of concentrations, and from the 17:1 
solid (none shown). 

Neat THF shows an extremely sharp and narrow Raman peak near 919 cm"1. 
This peak "spits", and develops a well-resolved, low-frequercy component at about 889 
to 896 cm"1 for aqueous THF solutions ranging from 2:1 to about 60:1, H 2OfTHF. 
However, the Raman "spitting" disappears for the 17:1 solid THF clathrate. Only an 
intense, narrow peak near 919 cm"1 is seen, like the peak from neat THF. 

The 919 cm"1 feature may arise from the touily symmetric stretching of the C-O-
C group (16% but see (23). This totally symmetric stretching mode moves down in 
frequency when H-bonding to the lone electron pairs of the oxygen atom occurs, 
namely, when H 2 0 molecules H-bond to these lone electron pairs. The resulting 
interaction gives rise to the resolved low-frequency component (14). However, the 
"spitting" disappears entirely in the 17:1 solid clathrate, because the highly-ordered cage 
of H 2 0 molecules around the THF prevents H-bonding to the lone electron pairs, 
possibly because of steric reasons, andA>r because the H-bonds in the pentagonal rings 
of the enclathrauhg H 2 0 molecules may be stronger than the H-bonds to the lone electron 
pairs. 

The new frequency near 890 cm"1 does not arise from removal of degeneracy. 
On the contrary, it arises because H-bonding to the lone electron pairs produces a 
separate, new mode due to the THF-H 2 0 hydration via the lone electron pairs of the 
oxygen in the THF. Klotz (19) has designated H-bonding to lone electron pairs of a 
solute molecule "disruptive H-bonding'', when the clathrate H-bonding is specifically 
disrupted by this competing, water-proton to solute electron-pair H-bonding effect 
However, the term "clathrate contravening H-bonding" seems more to the point, and is 
used subsequently. 

The 919 cm"1 mode of THF probably refers solely to complete clathrate H -
bonding around the THF. The THF does not engage in clathrate contravening H -
bonding when it is enclathrated in the 17:1 solid. In fact, the THF does not H-bond at all 
in the 17:1 solid. Similarly, neat THF cannot H-bond to itself becaise the only protons 
available are the C H 2 protons. Hence, the 919 cm"1 mode from the THF in the 17:1 
solid, andthe919cm"1 mode from neat THF are essentially equivalent 

A clear discussion, using data from Glew (24), of the near equality between the 
heat from a gas dissolving in water to yield a solution, compared with the same gas 
dissolving in ice to yield the clathrate hydrate, both at 0 °C, was presented by Klotz (19) 
who stated that "This equivalence imples that the environment in both cases, in solution 
and in the solid hydrate, is similar with respect to coordination and spatial orientation of 
the water molecules in the hydration shells." 

The positive excess partial molal volumes of water in solutions of non-polar 
molecules was also described (19) using data from Glew, Mak, and Roth (25). Here 
(19) it is stated that "Hie positive values of these molal volumes indicate that effectively 
water occupies a larger volume in these solutions than in the pure liquid. The expansion 
of the water arises from the orientation of the molecules in the hydration shel in a 
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21. WALRAFEN ET AL. Clathratelike Structure of Supercooled Water 293 

manner similar to that found in solid hydrates. Solute molecules occupy interstitital 
spaces in this hydration she!." 

It is virtually certain, based upon the preceding Raman spectroscopic 
observations, that the above-described conclusions relative to the heat and positive 
excess molal volume apply equally well to the supercooled 17:1 H 2 0/THF solution 
examined here. 

OH-Stretching Raman Spectra From Supercooled, 17:1, H 2 0/THF 
Solutions. 

A Raman spectrum from the 17:1, H 2G/THF, solution supercooled to 3 °C is shown in 
Figure 2. (The freezing point is just above 5 °C.) 

Two Raman peaks are evident from Figure 2 in the OH stretching region. The 
more intense peak occurs near 3250-3260 cm"1, and the slightiy weaker peak occurs near 
3375-3395 cm"1. (The C H 2 vibrations occur as a structured peak, followed by the sharp 
unstructured peak, both below * 3100cm"1.) 

The intensities of Figure 1 were multiplied by a factor, F = 33.8, to match the 
spectral intensity of Figure 2 at about 3370 cm"1, see also Figure 3. A difference 
spectrum was then obtained, as shown in Figure 4. 

The Figure 4 difference spectrum indicates that a pronounced sharpening and 
large intensity enhancement occur near 3160 cm"1 for the solid, compared to the 
supercooled solution. This difference spectrum also indicates that a sizeable decline in 
intensity occurs from about 3400 to 3700 cm"1. 

The sharpening and intensity enhancement apparent from Figure 4 near 3160 cm" 
1 indicates that the proton correlation is much greater in the solid than in the supercooled 
solution (20). Proton correlation increases in the solid because of the large concentration 
of ordered pentagonal rings of H 2 0 molecules in the clathrate structure. The totally 
symmetric breathing mode of the protons in such H-bonded pentagonal rings yields 
increased proton correlation, as described above. 

The intensity decline between 3400-3700 cm"1 means that broken H-bonds have 
been reformed upon freezing (26), i.e., there is an increase of H-bonding in the solid, 
compared to the supercooled solution. 

The intense derivative-like oscillation evident in the regbn below 3100 cm"1, i . e., 
die sharp positive and negative peaks, is the result of small frequency shifts in the C H 2 

peaks, obvbus in Figure 3. 

Comparisons Between Raman Spectra From Pure Water And Aqueous 
THF Solutions 

When the OH-stretching contour from the supercooled 17:1 aqueous THF solution at 3 
°C, Figure 2, is compared to the Raman spectrum from pure water also at 3 °C, shown 
next in Figure 5, it is visually evident that the order of the largest, to next largest, OH-
stretching peak intensity has been inverted. The 3250-3260 cm"1 feature appears to be 
enhanced in intensity, relative to the 3375-3395 cm"1 feature for the supercooled aqueous 
THF solution, compared to the spectrum from pure water. This means that some proton 
corellating mechanism exists for THF, beyond that already present in water at the same 
low temperature (20). 
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2600 2800 3000 3200 3400 3600 3800 4000 

Raman Shift ( cm"1) 
Figure 1. Raman spectrum, X(ZZ)Y polarization geometry, from 17:1, H 2 0/THF 
solid clathrate at 3 °C. F = 33.8 refers to the amount that the intensity has been 
scaled up, see text. Intensity scab in this figure, and subsequent figures, refer to 
photon counts per second. 

15000 -

2600 2800 3000 3200 3400 3600 3800 4000 

Raman Shift ( cm"1) 
Figure 2. Raman spectrum, X(ZZ)Y polarization geometry, for the supercooled 
solution at 3 °C having the same composition as the solid shown in Figure 1. 
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2600 2800 3000 3200 3400 3600 3800 4000 

Raman Shift ( cm*1) 
Figure 3. Raman spectra from Figures 1 and 2 normalized at 3370 cm"1 using the 
normalization factor, F = 33.8. 

15000 -

J | F = 33.8 (3370cm4) 

10000 -

"35 
C 5000 -
3 c J o 

-5000 -

V"' 

-10000 -

2600 2800 3000 3200 3400 3600 3800 4000 

Raman Shift ( cm"1) 
Figure 4. Raman difference spectrum corresponding to Figure 3. 
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18000 - i 

2600 2800 3000 3200 3400 3600 3800 4000 

Raman Shift (cm"1) 
Figure 5. Raman spectrum from pure water at 3 °C, X(ZZ)Y geometry. 

15000 

c 
a 
C 6000 

I | I I I I | I I I I | 

3000 3200 3400 3800 

Raman Shift (cm"1) 
Figure 6. Raman difference spectrum obtained from Figures 2 and 5. 
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It should be stated that the spectra of Figures 2 and 5 were obtained under identical 
conditions of polarization geometry, that is, both X(ZZ)Y, with a polarization scrambler 
in front of the slit Moreover, repeat detenninations gave the same result Hence, 
although the intensity alternation might appear to be negligible to readers not familiar 
with Raman spectroscopic measurements, there can be no doubt that it is real and 
interesting 

A difference spectrum obtained from Figures 2 and 5 is shown in Figure 6. This 
difference spectrum was obtained by normalizing the Raman intensities at 3370 cm"1 as 
before, see Figure 3. The OH-stretching region of Figure 6 above 3100 cm"1 is of 
particular interest 

Figure 6 gives indications of a negative difference centered just above 3600 cm"1, 
and of two positive differences centered near 3450 cm'1 and 3250 cm"1. 

The negative difference evident in Figure 6 near 3600 cm 4 indicates that the 
broken H-bond concentration is a little lower in the THF solution than in pure water, 
i.e., more H-bonds in the THF solution. 

The positive difference in Figure 6 near 3250 cm"1 indicates that the proton 
correlation of the THF solution has increased relative to pure water. 

The positive difference of Figure 6 near 3450 cm*1 should be considered in 
conjunction with the "splitting" of the 919 cm*1 feature described. 

H-bonding to the lone electron pairs of the oxygen atom of the THF, that is, the 
clathrate contravening H-bonding, gives rise to an additional peak near 890 cm"1. Such 
an interaction should be sufficiently strong to produce a new feature in the OH-stretching 
region. We believe that this new OH-stretching feature gives rise to the positive 
difference seen in Figure 6 near 3450cm"1. 

Previous Raman work with aqueous solutions also indicates that a decline of the 
broken H-bond population occurs when some solutes are added to water (27, 28). This 
decline is the result of H-bonding between water and the solute (27, 28). 

In summary, theTHF-H 20 versus liquid water comparison indicates that 
(A) . The amount of H-bonding rises somewhat, relative to that in pure water, 

when a supercooled 17:1, H 2 0/THF solution is formed at the same, 3 °C, temperature 
(B) . Clathrate contravening H-bonding between water molecules and the lone 

electron pairs of the THF also occurs. This gives rise to two new features: one near 890 
cm"1, from the THF ring mode, when perturbed by H 2 0 ; and, the second near 3450 cm"1 

(broad), due to the OH-stretching frequency, when perturbed by THF. 
(C) . An increase in proton correlation produces an intensity enhancement near 

3250 cm"1. This enhancement, compared to water at the same temperature, almost 
certainly arises from enchthratbn of the THF molecules in aqueous solution. Such 
enclathration is likely to be less ordered and extensive than that in the solid clathrate, that 
is, the frequency near 3250 cm"1 may be characteristic of isolated, that is, non-side-
sharing, andA>r disordered pentagonal rings of H 2 0 molecules. This proton correlation 
mode declines further in frequency when additional ordering due to extreme 
supercooling, -33 °C, 3190 cm"1, or from forming the solid clathrate, 3160 cm"1, occurs. 

We have also considered the possibility that water molecules, when H-bonded to 
the lone electron pairs of THF, can further H-bond to other water molecules such that a 
clathrate structure is still formed around the THF. However, this situation seems 
imphusbible for THF. H-bonds are known to form between nitrogen and the host lattice 
for various amine clathrate hydrates (19), but H-bonds do not form to the THF in its type 
II solid. 
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Raman Spectra From Hot To Supercooled D 2 0 

Pure anisotropic Raman spectra, X(ZX)Y, were recently reported for liquid D 2 0 
between 95 and 22 °C (4, 29). These spectra, which were quantitatively intercomparable 
with regard to intensities, indicated an isosbestic point near 2624 ± 5 cm"1 (4, 29). 

This isosbes tic point separates components which are D-bonded, having 
components mainly below 2624 cm*1, from those which are noi D-bonded, havmg 
components primarily above 2624 cm"1. 
This isosbes tic point, observed in the pure anisotropic Raman spectra from liquid D 2 0 , is 
of the ordinary type, seen many tunes previously in Raman spectra from water and 
aqueous solutions (30-34). However, a new kind of isosbes tic point, not seen 
previously, was observed from the X(ZZ)Y Raman spectra from D 2 0. This previously 
unrecognized isosbestic point is shown in Figure 7 (A) and (B). 

Figure 7 (A) shows an isosbestic point at 2429 ± 5 cm"1 for the regbn from 95 to 
22 °C. Essentially the same isosbestic point, about 2430 cm"1, was obtained from 
quantitative intensity measurements at 15, 10, 5, and 0 °C, this work 

The temperature range of 15 to 0 °C is so small that the point would be obscured 
by the noise from all four spectra when displayed on the same figure, thus only the 5 and 
0 °C spectra are shown in Figure 7 (B), where the crossing occurs at 2430 cm"1. 

The freezing point of pure D 2 0 is *4 °C, hence the 0 °C spectrum of Figure 7 
(B) refers to the supercooled liquid. 

It is certain that the X(ZZ)Y isosbestic point, 2430 cm"1, separates stretching 
components which are only D-bonded, because this isosbestic frequency value falls 
solely in the D-bonded frequency regbn. In fact, this newly recognized type of 
isosbestic point, seen at 2430 cm"1, is *200 cm"1 below the 2624 cm"1, D-bond to broken 
D-bond, isosbestic frequency obtained from the pure anisotropic spectra 

The X(ZZ)Y Raman spectra from 95 to 22 °C were previously simulated with 
four Gaussian components, see Figure 10 (upper panels) of Ref. (4). The logarithm of 
the ratb of the integrated intensity of a component near 2666 cm from non-D-bonded 
OD stretches, to that of another component near 2475 cm"1 from D-bonded OD stretches, 
was plotted versus 1/T. This van't Hoff plot yielded a A H of 2.6 ± 0.2 kcal/mole for 
the breakage of D-bonds. The van't Hoff plot using components having the same 
frequencies from the X(ZX)Y spectra yielded a value of 2.8 ± 0.2 kcal/mole (4), see 
(lower panels, Figure 10, same ref.) in satisfactory agreement with the X(ZZ)Y value. 
(Different Raman polarization geometries refer to the same equilibrium when the intensity 
ratb from the same components is measured. The values of the ratios may change with 
polarization geometry, but the temperature dependences do not change.) 

A van't Hoff plot of the logarithm of the ratb of integrated intensities of 
Gaussian components centered near 2475 and 2375 cm"1 versus 1/T was also made, but 
not reported in Ref. (4). Note that these components Me above, or below, the isosbestic 
frequency of 2430 cm"1 (which is almost exactly midway between the component 
values). The A H value obtained from this second van't Hoff plot was about 1.9 
kcal/mole, see Figure 8. 

We believe that the Raman component near 2375 cm"1 corresponds to D-bonded 
D 2 0 molecules in pentagonal rings, whereas the 2475 cm"1 component corresponds to D-
bonded molecules in hexagonal, or higher-membered, rings. 

The A H value of roughly 2 kcaymofe indbates, at least, that the energy of the 
pentagonal rings is lower than that of the hexagonal- and higher-membered rings. 
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0 c 
0) 

Raman Shift ( cm" ) 

CO 2400 -

2430 cm 1 

B 

B 1 % — A 
A 1 \ — B 

Raman Shift ( cm"1) 
Figure 7. (A). Raman spectra from pure D 2 0, quantitatively intercomparable with 
respect to intensities, which show an isosbestic point at 2429 cm"1. A, B, C, D, 
and E refer to temperatures of 95, 81, 61, 41, and 22 °C, respectively. Figure 7. 
(B). Same type of Raman spectra as (A) obtained at a later date, hence intensity 
scales of (A) and (B) are not the same Note crossing point at 2430 cm"1 which 
agrees with the (A) isosbestic point. 
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The above value of 1.9 kcal/mole is important, because when it is added to the previous 
(30-34) Raman value of 2.6 kcal/mole for liquid H 2 0 , one obtains 4.5 kcal/mole O 
H O. This means that the A H for the complete breakage of pentagonal H-bonds is »9 
kcal/mole H 2 0 (tetrahedral network), compared to the heat of vaporization at 0 °C, 
which is —11 kcal/mole . Less energy remains to be attributed to non-H-bonded 
interactions than previously thought, thus resolving a long-standing problem, see Ref. 
(18). 

The A H of 1.9 kcal/mole, and the assignment of the 2375 and 2475 cm"1 

Gaussian OI>stretchmg components to pentogonal and to hexagonal (or higher) rings, 
respectively, is also of key importance in the present work The D 2 0 Raman 
measurments support the previous conclusions with regard to assignments made for 
liquid water, for aqueous solutions, and for the solid clathrates. Moreover, the A H value 
of 1.9 kcaFmole also supports the conclusion made in the introduction using the simplest 
of geometric arguments, namely, that hexjgonal rings involve more bond-bending 
strain, and thus are high-energy structures compared to pentagonal rings. But even 
further agreements exist. 

The isotope shift commonly observed between vibrational frequencies of 
ordinary and heavy water is about 1.37 (35). This means that the vibrational frequencies 
for pentagonal and hex^onal rings composed of H 2 0 molecules should be near 1.37 X 
2375 * 3250 cm"1 and 1.37 X 2475 * 3400 cm"*, respectively, in close agreement with 
values observed here, see Figure 2. Of course, the value of 3250 cm"1 calculated above 
refers to isolated andJbr disordered pentagonal rings, the value declining to 3190 cm"1 for 
highly supercooled water, and then finally to 3160 cm"1 for the solid THF clathrate, for 
reasons given above. 

High-Pressure Raman Measurements Of Cold Equilibrium Water 

High-pressure Raman measurements of non-supercooled, i.e., equiMbrium, water were 
conducted to pressures as high as 1.75 kbar and to temperatures as low as -15 °C. The 
same high-pressure Raman techniques were empbyed here, as those used previously for 
examining the low-frequency intermolecular spectrum of water (36). 
Raman spectra are shown at 1.5 kbar for temperatures from 30 °C down to -9 °C in 
Figures 9 to 13, respectively. X(ZZ)Y geometry was used, with the sapphire windows 
oriented such that little or no rotation of the electric vector occurred. 

Pressures of 1.50 to 1.75 kbar were found to produce an increase in the intensity 
contribution between *3300 cm"1 to 3000 cm"1, relative to the peak intensity near 3400 
cm"1, as the temperature was lowered from 30 °C down to -15 °C. This effect is evident 
from examination of Figures 9 to 13, and it is completely obvbus in Figure 14, which 
involves normalized spectra. However, if the same intensity comparison is made using 
the Hare and Sorensen spectra (1), it is evident that the rise in the 3300 to 3000 cm" 
intensity, relative to the peak intensity, is much greater with decreasing temperature, at 
the low pressure of 1 arm. 

In fact, the rise in intensity in the low-frequency regbn reported by Hare and 
Sorensen is so large that the peak-to-shoulder order is entirely inverted, compared to our 
results. Their Raman spectrum, reported at 1 arm and -33 °C, shows an intense peak 
near 3190 cm"1, with the shoulder on the high-frequency side near 3400 cm"1, just the 
opposite of the effect seen herein Figures 9 to 14. 
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1000/T 

Figure 8. Van't Hoff plot of the natural logarithm of R versus 1/T, where R is the 
integrated Raman intensity ratio for the 2475 to 2375 cm"1 Gaussian components 
from neat D 2 Q between 22 and 95 °C, see Ref. (4). 

5000 -

0 - [ i i i i i i I i i i i I I i i I I I I i I I I I i I I 1 I 

2800 3000 3200 3400 3600 3800 4000 
Raman Shift (cm"1) 

Figures 9 to 13. High-pressure, 1.5 kbar, Raman spectra from water, obtained at 
temperatures indicated in the figures, X(ZZ)Y polarization geometry. 
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Figure 11. 
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Figure 12. 

5000 - • 

0 - | I I I I i I I I I i I I I I i I I I I i I I I I i I I I i I 
2800 3000 3200 3400 3600 3800 4000 

Raman Shift ( cm"1) 

Figure 13. 
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3000 

c 
<D 
C 2000 -

2800 4000 

Raman Shift (cm ) 
Figure 14. High-pressure Raman spectra from Figures 9 and 13 normalized at 
3400 cm 1 . 

i i i I i i i i I i i i i I 
3600 

Raman Shift (cm"1) 
Figure 15. Difference Raman spectrum obtained from Figures 9 and 13, see Figure 
14. 
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Direct visual comparisons between our 1.5 kbar results and the Hare and Sorensen 1 arm 
results at essentially the same temperature, -9 versus -10 °C, also allow a qualitative 
conclusion to be made, namely, that pressure rise from 1 arm to 1.5 kbar at a constant 
sub-zero temperature decreases the proton correlation, and more importantiy decreases 
the concentration of H-bonded pentagon-based polyhedral clathrate-Bke structures. This 
conclusion is buttressed by Raman spectra normalized at 3400 cm"1, Figure 14, and by 
the correspondmg difference Raman spectrum, shown in Figure 15. (Normalization at 
the value of 3370 cm"1 gives virtually an identical result, e.g., for the difference 
srjectrum.) 

Figure 14 shows the 30 °C Raman sr>ectrum normalized to meet the -9 °C 
spectrum at 3400 cm"1. Hie -9 °C spectrum shows decreased intensity from 3400 to 
3800 cm"1, and gready increased intensity from 3400 cm"1 down to 3000 cm"1, compared 
to the30 °C spectrum. 
Figure 15 accentuates the above mentioned differences via a difference spectrum. The 
negative regbn from about 3400 to 3800 cm"1 refers to the fact that the 39 °C temperature 
drop has produced an increase in H-bonding. However, the more intense positive 
regbn below about 3400 cm"1 is of special importance to this work 

An intense peak near 3145 cm"1 and a weaker peak near 3280 cm"1 are evident 
from the intense low-frequency positive difference spectrum. The 3145 cm"1 peak is 
only 15 cm*1 lower than the peak from the 17:1, H2CVTHF solid clathrate at 3160 cm'1, 
and the weaker peak near 3280 cm"1 is just above the 3250-3260 cm"1 value from the 
corresponding supercooled THF solution. (The 15 to 30 cm'1 differences are close to the 
uncertainty in peak location.) 

We suggest that the 3280 cm"1 peak refers to H-bonded pentegons which are 
somewhat disordered anchor isolated, i.e., not fully bound-up into polyhedral structures. 
We also suggest that the 3145 cm"1 feature refers to pentagon-based polyhdral clathrate
like structures. However, we stress once again that the conoentratbns of both of the 
above isolated pentagonal and polyhedral clathrate-fike structures are less than those at 1 
arm, a conclusion which is obvbus from examination of the Hare and Sorensen spectra. 

We deconvoluted the positive difference of Figure 15 digitally into two Gaussian 
components. The central Gaussian positions which result are 3145 and 3282 cm"1 in 
agreement with the peak posMons quoted above. We also obtained a difference spectrum 
between the -33 and -10 °C Raman spectra reported by Hare and Sorensen at 1 arm. 
This positive difference srjectrum shows a peak at about 3130 ± 10 cm"1 which agrees 
fairiy well with our 3145 cm"1 difference peak and indbates that this 3130 cm"1 difference 
peak, thought to be from the polyhedral clathrate-like structures, grows with increased 
surjercooling at 1 arm. 

The Hare and Sorensen results indrate that an intense peak occurs near 3190 
cm'1 in the Raman spectrum from supercooled water at -33 °C and 1 arm, whereas only a 
shoulder is evident near 3400 cm"1. This -33 °C spectrum is very similar in shape, 
except for its greater overall breadth, to the spectrum from liquid D 2 6 at 0 °C shown in 
Figure 7 (B). This peak-height to shoulder-height similarity suggests that the proton 
correlation is larger for D 2 0 than for H 2 0 at the same low temperature (supercooled). 

An increase of proton correlation for D 2 0 compared to H 2 0 is not surprising in 
view of me fact mat me uncertainty in the location of deuterons is much less than that of 
protons, as described by Chandler (37). 

The smaller positional uncertainty of deuterons compared to protons arises 
essentially from the de Broglie wavelength, X d B = h/p. Because die mass of the deuteron 
is twice that of die proton, its de Broglie wavelength is one-half that of die proton for the 
same velocity. Of course, the average momentum must be empbyed, and when this is 
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done one obtains the more useful relationship, namely, XdB = h/<lpl> = h/(8kBTm/7C) 
(37), which requires the deuteron's de Brogue wavelength to be -70 % as large as the 
proton's wavelength, at any fixed temperature 

Comparisons Of Results Between Raman And Transport Data 

It has been known for at least 30 years that the shear viscosity, T|, of water decreases 
with pressure rise up to about 1.5 kbar a 2.2 °C (38). This means that the shea* fluidity, 
O, which is the reciprocal of shear viscosity increases with pressure, and hence that the 
activation volume for it is negative. The activation volume for self-diffusion, D, is also 
negative for cold and supercooled water up to about 1-2 kbar (39). 

The activation volume is defined as: = - R T ^ l n l ^ P ) ^ where ^ refers to self-
diffusion or shear fluidity. 

The interpretation of the negative activation volumes which seems most likely to 
be correct is that activated filling of voids in bulky clathrate-like structures occurs in the 
diffusional processes. Moreover, the fact that the activation volumes became posMve at 
pressures above about 2 kbar for cold and supercooled water indicates that the bulky 
pentagon-based polyhedral structures are transformed into more normal, less bulky 
structures, e.g., by interpenetration, structural deflation, etc. Densificatbn must result 
from the rise in pressure (at constant temperature), because the isothermal 
compressibility is always positive for any substance. 

Direct Raman evidence for the breakdown of bulky, pentagon-based polyhedral 
structures with pressure rise was presented. 

The A H values (activation energies) for shear fluidity and self-diffusion become 
enormous for highly supercooled water at 1 atm (8). This conclusion is the same for 
Arrhenius or for Young-Westerdahl (YW) treatment of the 1 atm data (8). In contrast, 
the Y W treatment of the 2 Kbar shear fluidity and self-diffusion data gives a constant A H 
of about 5 kcaVmole H 2 0 (8). Again the transformation of bulky, clathrate-like 
structures into more dense structures with pressure rise provides a satisfactory 
explanation of the observed effects. 
A hole model involving impeded diffusion through pentagonal rings was used recendy to 
explain the large activation energies (actually enthalpies) observed for highly supercooled 
water at 1 atm (6). The A H values were shown to yield the correct, stretched 0-0 
distance which results from forcing a water molecule through the pentagonal holes. 
Good agreement was obtained between the stretched O-O van derJWaal s values for 
pentagonal rings, and that calculated from a Morse potential using experimental A H 
values (8). The present Raman data, provide clear evidence for the existence of H -
bonded pentagonal rin^ of water molecules. Moreover, the plot of Figure 8 indicates 
that such pentagonal rings are low-energy states, i.e., the van't Hoff A H for the 
transformation of pentagonal rings into hexagonal rings is positive and about 1.9 
kcal/mole . (This van't Hoff A H should not be contused with the A H of activation 
discussed above.) 

In conclusion, the present Raman data support the following picture of 
supercooled water and aqueous THF solutions: 
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(0. H-bonded pentagonal rings of H 2 0 molecules (or D 20 molecules) are low-energy 
structures, compared to hexagonal and larger rings. Lowering the temperature of water 
increases the pentagonal ring concentration to the point at which these rings share sides 
to formclathrate-like polyhedral structures, e.g., as -45 °C is approached at 1 atm. 

(/) Substantial pressure rise, to 1-2 kbar, at sub-zero temperatures decreases the 
concentration of the bulky pentagon-based polyhedral clathrate-Ike structures in water 
seen from the 3000-3300 cm"1 versus 3400 cm"1 Raman intensity ratio at 1.5 kbar, 
compared to that at 1 atm This decrease in the concentration of clathrate-like structures 
explains the effect of pressure on transport properties, e.g., the activation energies 
decline, and the activation volumes charge sign from negative to positive at 2 kbar, for 
self-diffusion and shear-fluidity. 

(k) Supercooled solutions of THF in water (17:1) give clear evidence of two 
apparently competitive effects: encMiration of the THF; and, H-bonding to the lone 
electron pairs of the O atom of THF, designated as clathrate contravening H-bonding. 
However, solidification of the supercooled THF solution (17:1) produces ordered 
enclathratbn, to the complete exclusion of the clathrate contravening H-bonding. The 
nearness of the Raman peak frequencies from the supercooled THF solution, and its 
solid, to the peak frequency from highly supercooled water provides direct microscopic 
evidence for the clathrate-Hke structure of supercooled water. The Raman data from 
THF in water are useful for understanding other nonpolar aqueous solutions, and may 
be of importance to the hydration of proteins. 

Finally, the x-ray work of Teeter (40) should be mentioned, because a pentagon-
based water cluster was observed in crarnbin which has the same structure as a sizeable 
portion of the type II THF clathrate hydrate cage Three pentagonal H-bonded rings of 
this water cluster were found to forma cap around the CH 3 of Leu 18, as expected for a 
hydrophobic methyl group. 

Literature Cited. 

1. Hare, D.E.; Sorensen, C. M. J. Chem Phys. 1992, 96, 13. 
2. Zakrzewski, M.; Klug, D. D.; Ripmeester, J. A. J. IncL Phenomena and Molecular 
Recpg. in Chem. 1994, 17, 237. 
3. Speedy, R. J. J. Phys. Chem 1987, 91, 3354. 
4. Walrafen, G. E.; Yang W.-H.; Chu, Y. C.; Hokmabadi, M. S. J. Phys. Chem 
1996, 100, 1381. 
5. Bernal, J. D. Chapter in Liquids: Structure, Properties, Solid Interactions; Hughel, 
T. J.;Ed.;Elsevier: Amsterdam, 1965. 
6. Bernal, J. D.; Fowler, R. H. J. Chem Phys. 1933, 1, 515. 
7. Finney, J. private communication, 1996. 
8. Walrafen, G. E.;Chu, Y. C. J. Phys. Chem. 1995, 99, 10635. 
9. Frank, H. S. Chapter in Structure of Water and Aqueous Solutions; Luck, W. A. P.; 
Ed.; Verlag Chenie Verkg Physik: Weinheim, 1974. 
10. Weingartner, H.; Hasdmeier, R.;Holz, M. J. Phys. Chem 1996, 100, 1303. 
11. Walrafen, G. E.;Chu, Y. C. Physica A, 1994, 206, 93. 
12. Walrafen, G. E.;Chu, Y. C. J. Phys. Chem 1992, 96, 3840. 
13. Walrafen, G. E. Chapter in Encyclopedia of Earth System Science, Volume 4; 
Nierenberg, W.; Ed.; Academic: Orlando, 1992. 
14. Stillinger, F. H. Science 1980, 209, 451. 
15. Sloan, E.D., Jr. Clathrate Hydrates of Natural Gases; Dekker: New York, 1990. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

02
1

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



308 SUPERCOOLED LIQUIDS 

16. Sloan, E.D.; Long, X. Masters thesis of the latter, Colorado School of Mines: 
Golden, 1993. 
17. Jeffrey, G. A. Inclusion Compounds, Atwood, J. L.; Davies, J. E. D.; MacNicol, 
D. D.; Eds.; Academic: New York, 1984. 
18. Wahafen, G. E.;Chu, Y. C. J. Phys. Chem 1995, 99, 11225. 
19. Klotz, I. M., Ciba Foundation Symposium on The Frozen Cell, Walstenholme, G. 
E. W.; O' Connor, M.;Eds.; Chuichill, J. & A., 1970, pp. 5 to 26. 
20. Walrafen, G. E.;Chu, Y. C. J. Phys. Chem 1995, 99, 11225. 
21. Wahafen, G. E. Chapter in Structure of Water and Aqueous Solutions; Luck, W. 
A P.; Ed.; Verlag Chemie Verlag Physik: Weinheim, 1974. 
22. The spectra shown in Figure 2 of Ref. (1) were obtained in the X(ZZ)Y orientation, 
designated as VV by Hare and Sorensen. The shoulders evident from 160 to 40 °C 
decrease in frequency from about 3250 cm-1, and increase in intensity, finally changing 
into the intense peak at 3190 cm-1, reported at -33 °C and 1 atm. If the decline in 
frequency, from 3250 to 3190 cm-1, should continue unchanged to -45 °C, it could easily 
reach 3160cm-1 or less. 
23. The very high Raman intensity, and the extreme narrowness of the peak at 920 cm-

1 suggest that its origin involves the totally symmetric breathing mode of the heterocyclic 
ring 
24. Glew, D. N. J. Phys. Chem 1962, 66, 605. 
25. Glew, D. N.;Mak, H. D.;Rath, N. S. Can. J. Chem 1967, 45, 3059. 
26. The Raman intensity of the OH-stretching region from water between 3400 and 
3800 cm-1 increases in intensity, relative to the rest of the stretching contour, with rising 
temperature This results from H-bond breakage. See Ref. (18). 
27. Walrafen, G. E.; Hokmabadi, M. S.; Chu, Y. C. Chapter in Hydrogen-bonded 
Liquids; Dore, J. C.;Teixeira, J.;Eds.; Kluwer Academic: Dordrecht, 1991. 
28. Walrafen, G. E.; Fisher, M. R. Chapter in Biomembranes, A Volume of Methods 
in Enzymology, Vol. 127, Packer, L.;Ed.; Academic: New York, 1986. 
29. Pure anisotropic Raman spectra obtained from D2O, see Ref. 4, refer to the 
polarization geometry, X(ZX)Y. This polarization gives a Raman spectrum which refers 
solely to the anisotropy of the polarizability. 
30. Walrafen, G. E.; Hokmabadi, M.S.; Yang, W.-H. J. Chem Phys. 1986, 85, 
6964. 
31. Worley, J.D.; Klotz, I.M. J. Chem Phys. 1966, 45, 286a 
32. Walrafen, G. E. J. Chem Phys. 1967, 47, 114. 
33. Walrafen, G. E. J. Chem Phys. 1968, 48, 244. 
34. Walrafen, G. E.;Blatz, L. A J. Chem Phys. 1973, 59, 2646. 
35. The square root of the moment of inertia of D2O to that of H2O is 1.38. The ratio of 
the corresponding experimental vibrational frequencies is about 1.37 ± 0.03. This ratio 
is difficult to determine because of the extreme breadth of the stretching contours. 
36. Walrafen, G. E.; Chu, Y. C.; Piermarini, G. J. J. Phys. Chem 1996, 100. 
10363. 
37. Chandler, D. Introduction to Modern Statistical Mechanics; Oxford University 
Press: New York, 1987. Seepp. 194-195. 
38. Bert, K. E.;Cappi, J. B. Nature 1965, 207, 620. 
39. Weingärtner, H. , Z. Phys. Chem (Frankfurt) 1982, 132, 129. 
40. Teeter, M. M. Develop. Biol. Standard, 1991, 74, 63; Karger: Basel, 1991. 

D
ow

nl
oa

de
d 

by
 U

N
IV

 M
A

SS
A

C
H

U
SE

T
T

S 
A

M
H

E
R

ST
 o

n 
O

ct
ob

er
 1

, 2
01

2 
| h

ttp
://

pu
bs

.a
cs

.o
rg

 
 P

ub
lic

at
io

n 
D

at
e:

 S
ep

te
m

be
r 

30
, 1

99
7 

| d
oi

: 1
0.

10
21

/b
k-

19
97

-0
67

6.
ch

02
1

In Supercooled Liquids; Fourkas, J., et al.; 
ACS Symposium Series; American Chemical Society: Washington, DC, 1997. 



Chapter 22 

Cold Denaturation of Proteins 

Jiri Jonas 

Department of Chemistry and Beckman Institute for Advanced 
Science and Technology, University of Illinois, Urbana, IL 61801 

By taking advantage of the phase behavior of water, high pressure can 
significantly lower the freezing point of an aqueous protein solution. In 
this way, using high-resolution, high-pressure N M R techniques, one 
can investigate not only pressure denaturation but also cold 
denaturation of proteins. 

After an overview of compression effects on dynamic and 
hydrodynamic behavior of water and heavy water at subzero 
temperatures, the main part of this contribution is devoted to selected 
results from recent pressure and cold denaturation N M R studies of 
Ribonuclease A . The cold denatured state of Ribonuclease A contains 
partial secondary structures in contrast to its thermally denatured state 
which contains little or no stable hydrogen bond structures. It was 
interesting to find that the pattern of protection factors for the pressure 
and cold denatured states of Ribonuclease A obtained by hydrogen 
exchange experiments parallels the pattern of protection factors for the 
folding intermediate of Ribonuclease A reported by Udgoaonkar and 
Baldwin on the basis of their pulsed hydrogen experiments. 

Increasing attention has recently been focused on denatured and partially folded 
states, since determination of their structure and stability .may provide novel 
information for the mechanisms of protein folding (1-3). The native conformations 
of hundreds of proteins are known in great detail from structural determinations by 
X-ray crystallography and, more recently, NMR spectroscopy. However, a detailed 
knowledge of the conformations of denatured and partially folded states is lacking, 
and represents a serious shortcoming in current studies of protein stability and 
protein folding pathways (2). 

Protein folding, the relationship between the amino acid sequence and the 

310 © 1997 American Chemical Society 
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structure and dynamic properties of the native conformation of proteins, represents 
the central problem of biochemistry and biotechnology. Most studies dealing with 
protein denaturation have been carried out at atmospheric pressure using various 
physicochemical perturbations, such as temperature, pH, or denaturants, as 
experimental variables. Compared to varying temperature, which produces 
simultaneous changes in both volume and thermal energy, the use of pressure to 
study protein solutions perturbs the environment of the protein in a continuous, 
controlled way by changing only intermolecular distances. In addition, by taking 
advantage of the phase behavior of water high pressure can substantially lower the 
freezing point of an aqueous protein solution. Therefore, by applying high pressure 
one can investigate in detail not only pressure-denatured proteins, but also cold-
denatured proteins (4) in aqueous solution. 

Cold denaturation has been assumed to be a general property of all globular 
proteins (4, 5). However, experimental evidence for cold denaturation has been 
scant, owing to the fact that cold denaturation of proteins in aqueous solution is 
usually only observed at temperatures below 0°C at neutral pH. Different 
approaches have been utilized to prevent freezing of protein solutions, including the 
use of cryo-solvents (<5), denaturants (4), emulsions in oil (7), supercooled aqueous 
solutions (6, 8), and site-directed mutogenesis (5). 

High-resolution NMR spectra of complex molecules in the liquid phase 
usually exhibit a great deal of structure and yield a wealth of information about the 
molecule. Therefore, it is not surprising that the multinuclear high-resolution 
Fourier transform NMR spectroscopy at high pressure represents a promising 
technique in studies of biological systems (9). The information from the many 
advanced N M R techniques, including 2D-NMR techniques such as NOESY, 
COSY, and ROESY, has yet to be fully explored in high pressure N M R 
experiments. Recent advances in superconducting magnets make it possible to 
attain a high homogeneity of the magnetic field over the sample volume so that 
even without sample spinning one can achieve high resolution. The very first 
multinuclear high-resolution FT N M R experiment (10) on liquids at high pressure 
was performed in our laboratory in 1971, using an electromagnet. However, the 
main applications were delayed till the availability of commercial high-
homogeneity superconducting magnets equipped with superconducting and room-
temperature shims. The early studies by Morishima (77) used the capillary 
techniques introduced by Yamada (72). It is interesting to note that even though 
N M R is one of the most important spectroscopic tools for the investigation of 
biochemical systems at ambient conditions, few high-pressure N M R studies on 
biological molecules have been reported to date (11-15). 

Several recent studies performed in our laboratory (16-21) illustrate the 
unique information obtained by combining high-resolution N M R techniques with 
high pressure. 

In this contribution we report selected results of our recent cold denaturation 
experiments (77, 18) on ribonuclease A where we took advantage of the depression 
of the freezing point of water by high pressure to carry out unfolding of this protein 
at temperatures well below 0°C. For our pressure denaturation and cold 
denaturation experiments we have chosen ribonuclease A (RNase A) as a model 
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system for several reasons. RNase A is a stable, well characterized protein. It is 
large enough to be of interest as a physiologically relevant protein, but is small 
enough to have a well understood structure, including a nearly complete assignment 
of the solution proton N M R spectrum. 

RNase A is a single-domain protein, a pancreatic enzyme which catalyses 
the cleavage of single-stranded RNA. This protein consists of 124 amino acid 
residues with a molecular mass of 13.7 kDa. It has traditionally served as a model 
for protein folding because it is small, stable and has a well-known native structure. 
The e l protons of the four RNase A histidine residues are well-resolved from other 
protons in the *H N M R spectrum of the native protein in D2O; they have been used 
in this work to monitor the structural changes of four distinct segments in the 
molecule during cold, heat and pressure denaturation processes. His 12 and His l 19 
are part of the catalytic site of native RNase A , and His 48 is at the hinge of the 
active site crevice. His48, Hisl05, and His l 19 are in the {$-sheet fold, which forms 
the backbone of the molecule. His 12 is an oc-helix near the N-terminus. The 
folding pathway of the protein has been extensively studied. Several studies on 
RNase A strongly suggest that its folding proceeds through intermediates, including 
an early hydrogen-bonded intermediate and a late native-like intermediate. 

In order to obtain specific structural information on the pressure denatured 
RNase A we used the hydrogen exchange method. In this method the exchangeable 
amide protons (NH) of a protein are used as probes of structure and structural 
changes. The N H proton exchange with solvent deuterons is strongly dependent on 
their involvement in stable hydrogen bonds. The observation of slowed amide 
exchange is a powerful and site-specific probe for detecting persistent structure in 
proteins (3, 22). Two-dimensional N M R spectroscopy can be used to determine the 
hydrogen exchange rates of individual backbone amide protons of a protein. 
Schmid and Baldwin (23) first introduced the ! H - 3 H exchange approach in their 
studies on the folding of ribonuclease A , and found that at least part of the 
hydrogen-bonded backbone of RNase A is formed at an early stage in folding. 
Udgoaonkar and Baldwin (24, 25) used pH pulse labeling to study refolding of 
RNase A ; their results show very fast and very slow kinetic components, and 
suggest that native-like secondary structures are present in early folding 
intermediates of RNase A . 

The contribution is organized as follows. First, a brief overview of the 
anomalous dynamic behavior of water with compression at low temperatures 
illustrates the complex nature of the cold denaturation experiment at high pressure. 
Second, by using ID and 2D high resolution N M R techniques including the 
hydrogen exchange one can show that the cold denatured and pressure denatured 
states contain partially folded structures in contrast to the thermally denatured state. 
Third, it is important to point out that the pattern of protection factors for the cold 
and pressure denatured states of RNase A bear a strong analogy to the pattern of 
protection factors reported by Udgoaonkar and Baldwin (24, 25) for the early 
folding intermediates of RNase A . 
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Experimental 

The materials and experimental conditions for the various N M R experiments were 
discussed in detail in the original studies (77, 18). A l l N M R studies were 
performed using high frequency N M R system which operates at a proton Larmor 
frequency of 300 MHz. The system is composed of a General Electric GN-300 FT-
N M R with an Oxford Instruments, Inc. wide-bore superconducting magnet (0=89 
mm, 7.04 T). The GN-300 is interfaced to a Tecmag Scorpio Data Acquisition 
System for pulse programming and experimental control, using MacNMR software. 

The hydraulic pressure generation system was similar to the system 
described previously (77). As with the earlier system, carbon disulfide (CS2) was 
used as the pressure transmitting fluids for proton studies. 

It is appropriate at this point to mention several design considerations for 
high-resolution, high pressure N M R probes (26, 27) which are to be used for 
protein studies. The sample size (diameter) should definitely be greater than 5 
mm., otherwise the sensitivity of the high pressure N M R probe will seriously limit 
the scope of problems to be studied. For a protein it should be possible to obtain 
good S/N for concentrations in the mM (milimolar) or lower range. Higher 
concentrations usually result in aggregation and even precipitation of the protein 
when temperature or pressure is changed. Another N M R probe performance 
feature decisive for successful use in studying biochemical systems is the 
resolution—specifically, when carrying out advanced 2D and 3D N M R experiments 
it is essential that the resolution is better than 5 x 10"9. 

Results and Discussion 

Dynamic Structure of Water at High Pressure and Low Temperatures. In 
order to understand why it is not surprising to find differences in secondary 
structure between the cold denatured and heat denatured states of RNase A it is 
appropriate to review several general results obtained in N M R relaxation and 
transport studies of compressed liquid water and heavy water at temperatures lower 
than -35 - 40°C (28). Simply stated water or heavy water at temperatures above 
40°C is a very different solvent than H2O or D2O at temperatures below 0°C. 

During systematic studies of density effects on the dynamic structure of 
liquids, we observed, for water and heavy water, that the most interesting behavior 
of various transport and relaxation properties occurs at temperatures between 10°C 
and 30°C. In several studies (29, 30) we took advantage of the phase diagram of 
water and heavy water and measured various transport properties of these liquids 
down to temperatures of -15°C. Nuclear magnetic resonance spin-lattice relaxation 
time T i , self-diffusion coefficients, and shear viscosities were measured as a 
function of pressure in the temperature interval -15°C to 30°C. The pressure range 
was always adjusted according to the phase diagram in such a way that water 
always stays in the liquid phase. Before we discuss the results on water let us 
mention what happens with various motions in a normal liquid with compression. 
Simply, increased packing significantly slows down all motions in the liquid. In 
contrast, spin-lattice relaxation time T i , self-diffusion coefficients, and fluidity, in 
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water and/or heavy water, go through a maximum with initial compression and only 
a further increase of pressure begins to restrict motional freedom and consequently 
results in shorter Ti and lower values of diffusion coefficients and fluidity. 

The anomalous motional behavior of water molecules with initial 
compression can be qualitatively interpreted in terms of a simple physical picture 
based on changes in the random hydrogen-bond network. The most characteristic 
structural feature of liquid water is the local tetrahedral environment of each 
molecule beyond where there is a randomized imperfect space filling network of 
hydrogen-bonded molecules. As it is clear from the phase diagram of water (see 
Figure 1), the boundaries of the measurements were, at low pressures, ice I and, at 
high pressures, ice V and also ice VI. The most important structural differences 
(31) between ice I and the high-pressure ices are the distorted hydrogen-bond 
angles and the close approach between the non-hydrogen-bonded neighbors. By 
compressing liquid water in the selected temperature range, we affect the hydrogen-
bond network and gradually go from optimal tetrahedral order towards a more 
compact packing arrangement. According to Stillinger and Rahman (52), there is a 
competition in water between the tendency of strongly directional forces to build an 
open, hydrogen-bond network and the tendency for external pressure to pack the 
molecules together more efficiently. Since the process for self-diffusion, shear 
viscosity, and reorientation of the water molecules necessitates the breaking and 
reforming of hydrogen bonds, one can expect that it is easier to break an already 
bent hydrogen bond than an undistorted one. Initial compression, therefore, 
increases motional freedom of molecules and causes diffusion, fluidity, and Ti to 
go through a maximum with increasing pressure under isothermal conditions. 
Further compression slows down all the dynamic processes because of a more 
compact packing of the water molecules. Under high compression the repulsive 
hard-core interactions begin to compete strongly with the directional forces that are 
responsible for the open structure at low pressures and low temperatures. 

Another result of these studies is related to the applicability of the 
hydrodynamic equations at the molecular level. Several studies of dielectric (33, 
34) and N M R relaxation (35-37) in liquid H 2 0 and D 2 0 indicated that the Debye 
equation describes well the temperature dependence of the reorientation of water 
molecules at atmospheric pressure. However, the results of high-pressure studies 
(29, 30, 38) show convincingly that the Debye equation fails to account for the 
density effects on reorientation of water molecules. One has to conclude that the 
success of the Debye equation for reorientation of water at 1 bar is accidental. 
Nevertheless, it is remarkable to have such a coincidence and it remains an 
experimental fact that both the proton and deuteron relaxation rates in water are 
linearly dependent on T | /T, where r\ is the viscosity and T temperature. 

Another important hydrodynamic equation is the Stokes-Einstein equation 
which relates the self-diffusion coefficient to shear viscosity. Both, molecular 
dynamics calculations (39) and experiments (28), have shown that this equation is 
well obeyed in the slipping boundary condition over a wide range of densities and 
temperatures in simple liquids approaching the model of hard sphere fluids. In 
view of the strongly directional forces in water it is not surprising to find that 
the Stokes-Einstein equation is not valid for liquid water. 
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Figure 1. Phase diagram for D 2 0 . 
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One may summarize the main conclusions of the experimental studies of 
liquid water and heavy water at high pressures as follows: 

1. A l l dynamic properties investigated behave anomalously with initial 
compression in the temperature range -15°C to ~40°C. 

2. Only under higher compression does temperature and pressure have opposite 
effects on the transport and relaxation properties of H2O and D2O. 

3. The Debye, and the Stokes and Einstein hydrodynamic equations are not valid 
for liquid H2O and D2O. 

4. Plots of relaxation rate (1/Ti) vs. TJ/T are linear under isochoric and isobaric 
conditions. 

5. Compression reduces the coupling between the rotational and translational 
motions. 

High Resolution ID N M R Study of Cold Denaturation of RNase A . It is 
difficult to attain die completely cold denatured state of proteins in aqueous 
solutions by decreasing the temperature below the freezing point of 0°C at ambient 
pressure. However, taking advantage of the pressure phase behavior of water, one 
can lower the temperature of aqueous solutions well below 0°C. At 3 kbar the 
RNase A solution can be cooled to -25°C without freezing. It should be noted here 
that the protein solution in the high salt buffer freezes well below the freezing point 
given in the phase diagram of water (28) at 3 kbar (-15°C). The phase behavior of 
water allows us to obtain the completely cold denatured state of RNase A with the 
assistance of pressure. In Figure 2, we demonstrate the behavior of the proton 
spectrum of the histidine region of RNase A undergoing both cold and heat 
denaturation at 3 kbar and pH* 2.0. 

The e1 proton peaks of the four histidine residues are well resolved from 
other proton peaks in the ID proton N M R spectrum of the native RNase A in D2O. 
The protein becomes cold denatured at -22°C and heat denatured at 40°C. In the 
cold denatured state, one finds in addition to the composite resonance D, another 
resonance D ' , which likely has the same origin as D ' in the pressure denatured 
state. This is not surprising because the protein is subjected both to a high pressure 
of 3 kbar and to low temperature. The linewidth broadening of resonances D and 
D ' is due to slower motions at low temperatures. 

As discussed in detail in the original studies (17, 18) the percent 
denaturation of each histidine residue can be calculated and a pressure-temperature 
phase diagram of RNase can be constructed. Figure 3 shows the pressure-
temperature phase diagram of RNase A . Above the phase line the protein is in the 
denatured state. It can be seen that the cold and heat denaturation temperatures 
change with pressure, and that below 2 kbar the heat denaturation temperature is 
not sensitive to pressure. The cold denaturation temperature data below 3 kbar are 
not available because the protein solution freezes before it can be completely 
denatured. 

Since substrates or inhibitors stabilize native protein structures, it was 
interesting to use the histidine residues of RNase A to probe the behavior of an 
enzyme-inhibitor complex under cold, heat and pressure denaturation conditions. It 
is known that His 12 and His l 19 are involved in the enzymatic activity. The cold, 
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Heat-D 

RNase A in D 2 0 
(3 kbar) 

40°C 

Partial-D H 

i i i i i i » i i i i i i i i i i i i i i i 
9.5 9.0 8.5 8.0 7.5 PPM 

Figure 2. Histidine ex ring proton N M R region of RNase in D 2 0 at various 
temperatures at 3 kbar (pH* = 2.0) (Ref. 17). 
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Figure 4. Comparison of the temperature denaturation curves of the RNase A 
protein (O) only and the RNase A-inhibitor complex (•) at 3 kbar (pH* = 3.0) 
as obtained for His-48 e l proton resonance (Ref. 17). 
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heat and pressure denaturations of the RNase A-inhibitor complex were 
investigated in our study (17) by comparison to the denaturation of RNase A 
without the inhibitor. The competitive inhibitor 3'-UMP(uridine-3-
monophosphate) was used at a molar ratio of 3'-UMP to RNase A of 3:1. 

In Figure 4, the percent denaturation of His48E l of the enzyme-inhibitor 
complex, and that of the enzyme without inhibitor under identical solution 
conditions were plotted separately as a function of temperature at 3 kbar pressure. 
It can be seen that the enzyme-inhibitor complex is more stable under pressure, and 
therefore denatures at higher temperatures than the free enzyme. From the 
experimental data given in Figure 4 one finds that at subzero temperatures both the 
free enzyme and the enzyme-inhibitor complex are cold denatured. 

The appearance of a new histidine resonance D ' in the cold denatured and 
pressure denatured RNase A spectra, compared to the absence of this resonance in 
the heat denatured state, (See Figure 2) indicates that the pressure denatured state 
and cold denatured state contain partially folded structures, which may be similar to 
that of the early folding intermediate found in the temperature-jump experiment 
reported by Blum et al (40). 

Hydrogen Exchange Study of Pressure and Cold Denatured States of RNase 
A . Since ID N M R spectra do not allow one to arrive at unambiguous conclusions 
about the presence or absence of secondary structure in the pressure and/or cold 
denaturated states hydrogen-exchange experiments (17, 18) were carried out to test 
for the presence of partially folded structures in the pressure-denatured and cold-
denatured states. The hydrogen exchange behavior contains information about the 
structure and conformational dynamics of proteins, resolved to the level of 
individual amino acid residues. The protection against exchange of the amide 
proton of each amino acid residue imposed by the protein structure is expressed by 
the protection factor, P = ki^/k^s* where k r c is the hydrogen exchange rate 
calculated using a random coil model, and k0\yS is the hydrogen exchange rate 
measured experimentally. In aqueous solutions, the rate of exchange of the 
peptide group N H proton with protons of the aqueous solvent is catalyzed by 
hydroxide and hydronium ions in pH-dependent reactions, and by water in a pH-
independent way (41). The random coil hydrogen exchange rate can be expressed 
by Equation 1, 

krc = k(acid) + k(base) + k (water) 

= kA[D+] + kB[OD-] + kw (1) 

The random coil exchange rate is the sum of the contributions from acid, base and 
water catalyzed exchanges, where k^\, kg and k\y are the respective rate constants. 
The rate constants k^, kg and kyy of individual residues of unfolded proteins are 
sensitive to neighboring side chains, and can be calculated from the reference rates 
for alanine-containing peptides by considering the additivity of nearest-neighbor 
blocking and inductive effects. The recently revised and extended parameters (41) 
were used to calculate the intrinsic exchange rates. To obtain the random coil 
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exchange rates at a particular temperature and pressure, each rate constant in 
Equation 3 should be modified according to Equation 2, 

ki(T.P) = k i ( T b , P o ) e x P ( - ^ - ( l - ^ ) ) e x p ( - A V * (

r ^ ~ P q ) ) (2) 

where i = A , B or W. E a is the activation energy, and A V * is the activation volume 
for hydrogen exchange. The activation energies (41) are: E a (kpj = 14 kcal/mol, 
E a (kg) = 17 kcal/mol, E a (k\y) = 14 kcal/mol; the activation volumes (42) are: A V 
* (k A ) = 0 ) 1 ml/mol, A V * (k B ) = 6 ) 1 ml/mol, A V * (k w ) = -20.4 ml/mol. These 
values were used to predict the hydrogen exchange rates of individual residues of 
RNase A in a random coil structure at high pressure. The experimental hydrogen 
exchange rate k ^ g was obtained by fitting the measured cross-peak intensities in 
2 D COSY N M R spectra to the exponential function, I = IQ exp(-kt). The data 
measured at eight experimental times was used to obtain the experimental hydrogen 

exchange rates at high pressure. The cross-peaks between the N H and C a H 
hydrogens of residues of RNase A in two-dimensional COSY N M R spectra were 
assigned according to the literature (43, 44). Of 119 backbone NHs in RNase A , 
approximately 40 amide protons are stable to exchange with D 2 O in the native 
state, and they can be recorded by a COSY N M R spectrum. Only 33 of the 40 
amide protons show cross-peaks of sufficient intensity to allow determination of 
the exchange rate in the pressure exr^eriment described in detail in the original 
references (17, 18) were used to probe the stable hydrogen-bonded structure in the 
pressure and cold denatured protein. 

In our hydrogen exchange experiments for cold denatured state of RNase A 
we found 7 residues with protection factors between 5 to 10, and 22 residues with 
protection factors above 10. Similarly, there are 8 residues with protection factors 
between 5-10 and 14 residues with protection factors larger than 10 for pressure 
denatured state of RNase A. In contrast for the thermally denatured RNase A no 
significant protection was detected. 

From our experimental results we conclude that in the pressure-denatured 
and cold denatured RNase A most of interior amide groups exchange hydrogen 
atoms with the solvent more rapidly than in the folded state, but more slowly than 
in the fully unfolded state. Clearly, at least some secondary structure, which is 
more or less native, seem to persist in the pressure and cold denatured states to 
protect the N H hydrogens from exchange with solvent molecules. 

It is interesting to compare the pattern of protection factors for pressure and 
cold denatured RNase A with the partem of protection factors reported by 
Udgoaonkar and Baldwin (24, 25) for the kinetic folding intermediate of RNase 
found in the early stage of refolding by the pulsed hydrogen exchange. Figure 5 
shows the pattern for the folding intermediate with the protection factors observed 
both for pressure and cold denatured states of RNase A . Even if the comparison is 
only qualitative there is significant parallel in the pattern of the protection factors. 

In summary, our experimental evidence indicates that both pressure and 
pressure assisted cold denatured states of proteins have more secondary structure 
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Figure 5. Comparison of the pattern of protection factors for RNase A in cold 
denatured state • ; • ) pressure denatured state ( • ; O); folding intermediate (A; 
A ) ; see ref. 40. Full symbols denote high protection, open symbols denote low 
protection. D
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than heat denatured states. The rinding of parallel patterns of protection factors for 
pressure and cold denatured RNase A and its folding intermediate is quite 
important as it suggests that studies of pressure and cold denatured states of 
proteins may provide novel information about the folding process. There is a need 
for systematic studies of pressure and cold denaturation of various proteins to 
ascertain whether our results obtained for RNase A can be generalized. 
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Chapter 23 

Vibrational Echo Studies of Heme-Protein Dynamics 

M . D. Fayer1 and Dana D. Dlott2 

1Department of Chemistry, Stanford University, Stanford, CA 94305 
2School of Chemical Sciences, University of Illinois, 600 South Mathews Avenue, 

Urbana, IL 61801 

The first picosecond infrared vibrational echo experiments on a 
protein, myoglobin-CO, are described. The experiments, performed 
over a temperature range of 50-300K, with native and mutant 
myoglobin in different solvents, provide information about protein 
dynamics occurring on the 10-12-10-10 s time scales, which influence the 
vibrational transition of the CO ligand bound to the active site. The 
experiments reveal the existence of a protein energy landscape with a 
relatively flat distribution of energies between conformational minima, 
which interconvert via tunneling at lower temperature and by activated 
processes at ambient temperature. 

Infrared (IR) spectroscopy is a valuable tool in practically all chemical 
applications, due in great part to the fingerprint nature of IR spectra. The application 
of IR to studies of macromolecular dynamics has not yet been as valuable, because 
macromolecular vibrational spectra are usually broad and poorly resolved, due to 
vibrational congestion. Nuclear magnetic resonance (NMR) spectra of 
macromolecules are similarly congested, but in recent years powerful 
multidimensional pulse techniques have been developed to overcome that difficulty. 
Owing to the recent explosion in the development of new techniques to generate 
powerful coherent pulses of infrared light (the IR spectral region can be taken to 
indicate the region from 2.5 to 25 um), it ought to be possible to develop new IR 
techniques to relieve the vibrational congestion of macromolecular spectra. These 
new techniques open up exciting possibilities for exploiting nonlinear or coherent 
optical interactions to obtain new information about the dynamical behavior of 
macromolecules. 

In this paper, we discuss experiments using time-resolved IR spectroscopies, 
especially vibrational echo techniques, to study molecular dynamics of CO bound at 
the active site of myoglobin (Mb), a heme protein. The vibrational echo is a time 
domain experiment which measures the Fourier transform of the homogeneous 
vibrational IR lineshape (1). With a combination of vibrational echo measurements 

324 © 1997 American Chemical Society 
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23. FAYER & DLOTT Vibrational Echo Studies of Heme Proteins 325 

and vibrational pump-probe measurements of the vibrational energy relaxation 
lifetime, it becomes possible to elucidate the various dynamical contributions to the 
vibrational transition. Vibrational echo experiments provide unique information 
about the effects of protein conformational relaxation processes on a vibrational 
probe molecule, the CO ligand at the protein's active site (2,4). 

Previous optical coherence experiments performed on proteins studied the 
dephasing of electronic transitions of a Zn-porphyrin moiety (5). (Those 
experiments will not work on the native Fe-porphyrin found in heme proteins due to 
extremely fast nonradiative relaxation of Fe-porphyrins). Because of the very rapid 
dephasing (broad homogeneous line widths), and the very rapid increase in the rates 
of dephasing processes with increasing temperature of electronic transitions, those 
experiments can only be performed at very low temperatures (a few degrees K) . The 
vibrational echo experiments make it possible to use optical coherence methods to 
study protein dynamics at low and at physiologically relevant temperatures. 

Structure and Infrared Spectroscopy of Myoglobin-CO. 

Figure 1 shows the structure of the active site of Mb-CO. Myoglobin, found in 
muscle tissue, is used in the storage and transport of dioxygen (Oj) (6). Both 
dioxygen and other small ligands such as CO, NO and isocyanides bind to Mb. The 
active binding site is the Fe atom of the prosthetic group protoheme (Fe(II) 
protoporphyrin IX), which is embedded in a protein matrix consisting mainly of o> 
helices. A substantial literature exists that explores the structure and chemical 
kinetics of CO bound to the active site of Mb and its mutants (e.g. 7). One theme 
which continually emerges in studies of Mb-CO is the important role of histidine 
H64 (often termed the "distal histidine"), a polar amino acid located directly above 
the bound ligand in the heme pocket (6,7). The rest of Fig. 1 shows the structure of a 
Mb mutant, created by site-directed mutagenesis (8), where the polar H64 is replaced 
by a nonpolar valine residue. That mutant is termed H64V. Vibrational echo studies 
on H64V-CO (4) will be discussed as well. 

Figure 1. Structures near the active sites of native myoglobin-CO, and the 
H64V-CO mutant. Adapted from ref. 9. 

Mb-CO H64V-CO 
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Figure 2 shows a mid-IR spectrum of a Mb-CO sample used for time-
resolved IR experiments (9). Sample preparation has been discussed previously (3,9-
10). The sample consists of -15 m M horse-heart Mb, dissolved in a pH = 7.0 
buffered solution of glyceroliwater (95:5 v/v) in an optical cell with CaF 2 infrared-
transmitting windows, with a path length of 125 pm. We use a relatively high 
concentration of protein because the mid-IR transition strength is -100 times smaller 
than the intense visible absorption bands of heme studied by electronic 
spectroscopies. We use a relatively high concentration of the cryoprotectant glycerol 
to insure that our samples have high optical quality at low temperature, which greatly 
aids our ability to detect echo signals. In Fig. 2a, the broad intense IR absorption 
bands are due to protein and solvent absorptions. There is a window of relative 
transparency in the 1800-2300 cm*1 region. The sharp peak in this window is due to 
the fundamental stretching vibration of CO bound to Mb (11). The sharp peak is the 
feature which allows vibrational echo techniques to bear directly upon dynamics 
occurring at the active site of the protein. Figure 2b is a blow up of the region of CO 
absorption. Careful studies (12) have shown the existence of four distinct mid-IR 
absorption transitions, attributed to CO absorption in different protein conformers. 
However in the samples we use here, only one of these conformers, denoted A„ is 
dominant. It appears as an IR absorption peak with a spectral width of -13 cm"1. 

i 
•8 

l 

(a) Mb-CO 

CO 

protein & 
solvent 

2100 2000 3000 4000 1800 1900 2000 
frequency (cm"1) frequency (cm*1) 

Figure 2. (a) Infrared spectrum of Mb-CO. (b) The CO stretch vibrational 
transition on an expanded scale. Note the large background absorbance due to 
protein and solvent. Adapted from ref. 9. 

At the wavelength of the CO stretch (-1945 cm"1 in Mb-CO A , conformer), 
the solvent and protein provide a background absorption which even in our high 
protein concentration samples is about three times as intense as the absorption of the 
CO stretching transition. These two types of absorptions (CO and background) are 
fundamentally different. The CO absorption is due to a smaller number of absorbers 
(one for each Mb-CO unit) with a larger absorption cross-section, and the 
background arises from a much larger number of absorbers, e.g. water, glycerol, C-C 
and amide stretches of the protein backbone, etc., all of which have much smaller 
absorption cross-sections. Conventional IR spectroscopy does not make a distinction 
between these different situations because it measures the sample absorbance, which 
is die product of the cross-section and concentration (9). 
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Infrared Vibrational Echo and Pump-probe Spectroscopies 

Unlike conventional IR spectroscopy, in echo and pump-probe experiments, the 
strength of the signal observed depends sensitively on the magnitude of the 
absorption cross-section (9). When performing experiments on Mb-CO with mid-IR 
pulses tuned to 1945 cm"1, the signals which are observed are almost entirely 
dominated by the CO vibrational transition, and contributions from the much larger 
absorption background are almost entirely absent. In fact, theory allows for the 
possibility of using intense mid-IR pulses to extract dynamical information from the 
vibrational transitions of small ligands in protein solutions, even when the ligand's 
absorption transitions are totally buried in a broad background of weaker absorbers. 

A l l the experiments described here were performed using a free-electron laser 
(FEL) located at the Stanford FEL Center. The use of FELs to study protein 
dynamics is quite new, and a detailed discussion of protein spectroscopy with FELs, 
and the relative merits of FELs versus other techniques such as optical parametric 
generation for mid-IR pulse generation, which can also be used for vibrational echo 
spectroscopy, are discussed in more detail in ref. 9. The Stanford F E L is an 
extremely stable source of tunable pulses in the mid-IR. The mid-IR pulses used to 
study Mb-CO had Gaussian temporal envelopes 1.7 ps F W H M , and transform-
limited spectra 8.6 cm"1 F W H M . 

In principle, information about vibrational dynamics might be obtained from 
the Fourier transform of the absorption spectrum. The loss of vibrational energy 
from an oscillator, as well as the loss of phase memory (vibrational dephasing) due to 
time-dependent perturbations of the transition, lead to homogeneous broadening of 
the spectrum (13). The Fourier transform of the spectrum is proportional to the time-
correlation function of the normal coordinate of the vibrational oscillator, and the 
dynamical processes which broaden the spectrum cause the correlation function to 
decay in time. However, in a disordered condensed matter system such as Mb-CO, 
even a well-resolved vibrational spectrum will not provide dynamical information 
(14). The dynamics of interest are washed out by inhomogeneous broadening. In the 
Mb-CO system, inhomogeneous broadening is caused by a static or quasistatic (see 
below for the meaning of quasistatic) distribution of protein conformations, that 
results in a distribution of protein-CO interactions. 

The use of pump-probe and vibrational spectroscopies to elucidate the 
dynamics of CO bound to Mb is shown in schematic form in Fig. 3. The ordinary IR 
absorption lineshape is dominated by inhomogeneous broadening. The vibrational 
echo experiment, which is the vibrational analog of the spin echo of N M R and the 
photon echo of visible and U V spectroscopy (1), eliminates inhomogeneous 
broadening to reveal the underlying homogeneous lineshape. In our experiments, the 
vibrational echo signal decays exponentially with time, (echo signal) a exp(-4t/T2), 
where T 2 is the time constant for vibrational dephasing. When the echo decay is 
exponential, the homogeneously broadened spectrum has a Lorentzian lineshape with 
spectral width Av = 1/TIT2. There are two distinct processes which contribute to the 
vibrational dephasing time constant T 2 . These are vibrational relaxation (VR), which 
denotes the irreversible loss of vibrational energy from the CO oscillator to the rest 
of the system (protoheme, protein and solvent), and pure dephasing, which denotes 
the irreversible loss of phase memory (without losing vibrational excitation energy). 
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The V R process is characterized by time constant T„ often called the vibrational 
lifetime. Pump-probe experiments on Mb-CO (9,10,15), which are techniques for 
measuring the rate of recovery of absorption saturation induced by an intense pulse, 
give a signal which also decays exponentially with time, (pump-probe signal) a exp 
(-t/T,). The observation of a vibrational lifetime T, indicates that die V R 
contribution to the homogeneous lineshape is a Lorentzian of width 1/2TIT,. Pure 
dephasing is characterized by a time constant denoted T 2*. In our experiments, T 2 * 
is determined from the results of echo and pump-probe experiments, using the well-
known relation, 

J 1 1_ 
nT2 ~ 7iT2* + 2nTt' (1) 

Inhomogeneous 
Absorption Line 
No dynamical information 

Homogeneous 
width I/71T2 pure de-

phasing 
width 

Figure 3. Contributions to the vibrational lineshape. The homogeneous 
linewidth from echo experiments, and the lifetime-broadened width from 
pump-probe experiments are combined to give die pure dephasing time 
constant T 2*. 

The experimental apparatus used for pump-probe and echo experiments is 
diagrammed in Fig. 4. Individual picosecond duration mid-IR pulses are selected 
from a burst of pulses emitted by the FEL using an acousto-optic modulator (AOM). 
A fraction of the pulse (50% for the echo and 10% for the pump-probe) is picked off 
using a beam splitter and sent directly to the sample. The remainder of die beam is 
passed through a second A O M , which chops the beam to enable the detection 
electronics to suppress noise due to scattered light and intensity fluctuations. This 
beam is sent down a computer-controlled delay line and then to die sample. The two 
IR beams are focused to a diameter of 100 um on the Mb-CO sample, which is held 
in an optical cryostat. Echo and pump pulse energies of 150-300 nJ are typically 
used, with probe pulse energies of -20 nJ. In the pump-probe experiment, the signal 
detected is the modulation, by the more intense pump pulse, of the weaker probe 
pulse transmitted through the sample. In the echo experiment, the signal being 
detected is the echo pulse emitted after the sample is subjected to two intense 
incident pulses, a pump and a rephasing pulse. Fig. 4 shows die echo pulse is 
detected by being spatially separated from the two incident pulses. 
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Figure 4. Experimental schematic (3). FEL denotes free-electron laser. 
A O M denotes acousto-optic modulator. 

Results from Vibrational Echo Experiments 

Figure 5 shows some representative echo data (2), obtained from an Mb-CO sample 
at 80K in glycerohwater 95:5 (v/v). The inset log plot shows die echo signal decay 
is exponential in time. At 80K, the echo data yield T 2 = 26.5 ± 0.6 ps, corresponding 
to a homogeneous linewidth of 0.40 cm"1. At this same temperature, the width of the 
absorption spectrum is 12 cm"1. Therefore the spectrum is massively 
inhomogeneously broadened, with the two widths differing by a factor of 30. At 
room temperature, the homogeneous linewidth determined from echo measurements 
is 2.7 ± 0.5 cm'1, which is still approximately 5 times narrower than the 13 cm"1 

width of the room temperature absorption spectrum. The observation of 
inhomogeneous broadening at room temperature allows us to conclude that on the 
time scale of at least a few hundred ps (see below), the A! conformer of Mb-CO 
actually exists in many different substates, characterized by slightly different 
transition frequencies of the CO stretch. 

1 -

delay time (ps) 

0 
-20 0 20 

delay time (ps) 
40 60 

Figure 5. Vibrational echo data (3) on Mb-CO at 80K. 
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Pump probe and echo measurements were made from 50K to 300K. The 
temperature dependent T, and T 2 data, as well as the pure dephasing times T 2 * 
obtained with equation 1 are displayed in Fig. 6. In this paper we will not discuss the 
T, measurements in detail. Both the temperature dependence of T, and the 
dependence of T, on the structure, elucidated by studying many different proteins 
and synthetic porphyrin compounds, have been discussed previously (9-10,15). In 
our experiments, T, and T 2 could be determined from the data within ±3% error. The 
error in the derived quantity T 2 * is approximately ±5%. 

Figure 7 displays the pure dephasing rate 1/T2* temperature dependence on a 
logarithmic plot. There is a break in die slope of the temperature dependence at 
-185K, which is within the range of temperatures associated with the glass transition 
temperature of the glycerol:water solvent (2). Below this transition, the data fall on a 
straight line, indicating power law behavior of the form aT°, where a = 1.3 ± 0.05. 
This fit is indicated by the dashed line in Fig. 7. Above the solvent glass transition, 
the Mb-CO dephasing dynamics exhibit a deviation from the low temperature power 
law behavior. The higher temperature data can be fit by an activation term, bexp(-
AE/kT), where AE is a barrier height. Thus (2,3), 

^ i r = a l ^ + b e - A E / k T . (2) 

The smooth curve through the data points in Fig. 7 is a fit to equation 2 where the 
activation term is fit by a barrier height AE = 1250 ±200 cm"1. 

1000 

f 100 
I 
§ 10 

0 50 100 150 200 250 300 
temperature (K) 

Figure 6. Temperature dependence (3) for Mb-CO of vibrational echo decay 
time constant T 2 , two times the vibrational lifetime T„ and T 2* computed from 
equation 1. 

Figure 8 shows the temperature dependence of the pure dephasing rate 1/T2* 
for Mb-CO in different solvents. These were glycerohwater 95:5 (v/v) as in Fig. 7, 
ethylene glycohwater 50:50 (v/v), and buffered water. The ethylene glycol data are 
similar to the glycerol data, and in fact can be fit with the same values of AE and a, 
but there is one dramatic difference. The break in slope in the ethylene glycol data 
occurs at a lower temperature of -140K, which is in the range associated with the 

glycerol: water 95:5 • 2T! 
± T 2 

• T | 
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glass transition temperature of mat solvent. Data in water were obtained only at 
ambient temperature. Figure 8 shows that at ambient temperature, the pure 
dephasing rate decreases in the order water > ethylene glycol > glycerol. That is die 
same ordering as the viscosity of these solvents, which at 300K are roughly 1 cP, 100 
cP, and 1000 cP. 

Figure 9 compares the temperature dependence of 1/T2* for the mutant 
protein H64V-CO (4) to the native form of Mb-CO, under the same conditions (pH, 
glycerohwater solvent, etc.). The H64V-CO data are strikingly similar to the Mb-CO 
data, and again can be fit by the same values of AE and a, but there is again one 
dramatic difference. At every temperature, the pure dephasing rate of H64V-CO is 
always 20% slower than in Mb-CO. 

N 

L-i 

1.01 

tr* 

1 
0.1 = 

glass-transition ekT / 
60 
.9 

0.1 = temperature v 

pu
re

 d
ep

ha
 

.01 = 
\ j l . 3 

pu
re

 d
ep

ha
 

.004 = —i—r—-i—i—i ——i 1 — ' 

50 60 80 100 200 300 
temperature (K) 

Figure 7. Logarithmic plot (3) of pure dephasing rate 1/T2* versus 
temperature for Mb-CO in glycerohwater is fit by equation 2. 

temperature (K) 

Figure 8. Logarithmic plot of pure dephasing rate versus temperature for Mb-
CO in glycerol:water (95:5), ethylene glycol:water (50:50) and buffered Water. 
The top and bottom arrows indicate respectively the temperatures of the 
glycerol:water and ethylene glycol (EG): water solvent glass transitions. 
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0.005 

• Mb-CO 
• H64V-CO 

50 100 
temperature (K) 

200 300 

Figure 9. Logarithmic plot of pure dephasing rate versus temperature for 
H64V-CO in glycerol:water (95:5). Also shown are die data for native Mb-
CO in the same solvent. Adapted from ref. 4. 

Interpretation of Pure Dephasing Measurements 

The following somewhat oversimplified discussion follows the treatment of 
magnetic resonance experiments described by Kubo (16). The more complicated 
theory needed for a detailed quantitative understanding of vibrational echo 
experiments in disordered condensed media is discussed in ref. (17). In our echo 
experiments, an intense mid-IR pulse causes an ensemble of CO ligands to begin 
oscillating in phase. The pure dephasing process characterized by T 2* is caused by 
interactions between CO and its surroundings. We term the driven oscillator the 
"system", and the surroundings consisting of protoheme, protein and solvent the 
"medium" or "bath" (9). An interaction which causes pure dephasing induces a 
phase shift A<|> = AQt c , where AO is the magnitude of the vibrational transition 
frequency shift induced by the interaction, and x c is a characteristic correlation time 
for the interaction. Interactions between the system and medium which do not induce 
a frequency shift AQ will not induce pure dephasing. 

The frequency shift AQ. Using sophisticated molecular mechanics programs, it 
might be possible to calculate the values of AO for various specific interactions. For 
example the frequency shift induced by a particular amino acid residue in the heme 
pocket (Fig. 1) might be computed. Here we will take a simpler approach based on 
the data in Table I. Let us take as a reference state protoheme-CO with no protein 
(Ph-CO in D 2 0 solvent). The data in the Table show the following: (1) the total CO 
frequency shift AO induced by replacing the D 2 0 solvent in the reference state with a 
myoglobin protein is on the order of tens of cm"1; (2) replacing certain amino acid 
residues in die heme pocket can change the protein-induced shift by tens of cm"1; and 
(3) the solvent surrounding the protein has essentially no effect on CO frequency 
shift. Also important to note is that Fig. 2 shows there is a dispersion (±6 cm"1) in the 
protein-induced frequency shift, as seen from the inhomogeneous width of the A , 
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spectrum, which indicates that the substates of the Ax conformer have slightly 
different CO vibrational frequencies. 

Table I. C O vibrational frequencies in heme systems* 

system and solvent frequency (cm1) 

1. Protoheme-CO in D 2 0 1977 

2. Myoglobin-CO A , state in glycerolrwater 1945 (±6) 

3. Myoglobin-CO A , state in po/y-(vinyl alcohol) 1946 

4. Myoglobin-CO A , state in water 1944 

5. Myoglobin-CO A , state in trehalose 1945 

6. Myoglobin-CO A , state in crystalline Mb 1946 

7. Myoglobin-CO H64V mutant in glycerolrwater 1967 

8. Myoglobin-CO V68N mutant in glycerohwater 1917 

aAdapted from data in ref. 3. 

The correlation time x c. When A Q r c » 1, interactions are said to be in the slow 
limit (16). In the slow limit, frequency-shifting interactions change slowly or not at 
all on the time scale of the vibrational excitation lifetime T,. This is the meaning of 
the term quasistatic interactions used above. Interactions in the slow limit cause 
inhomogeneous broadening which dominates the ordinary IR spectrum, but which is 
eliminated by the echo pulse sequence. When A Q x c « 1, interactions are in the fast 
limit (16). In the fast limit, frequency-shifting interactions change so rapidly with 
time that the system sees only a time averaged effect. This motional averaging 
process does not cause pure dephasing. The important (14,16) case for understanding 
vibrational echo experiments in disordered media occurs when AQx c » 1, termed the 
intermediate limit. In that limit, interactions produce substantial frequency shifts 
during the vibrational lifetime, which result in efficient pure dephasing. 

Mechanism of pure dephasing. For values of AO indicated by Table I, interactions 
with t c faster than -100 fs are too fast to cause pure dephasing. Effects of 
interactions far slower than the -20 ps vibrational lifetime (say a few hundred ps) are 
eliminated by the echo pulse sequence. Therefore the pure dephasing time constant 
is a measure of interactions between the medium and the CO oscillator which (1) 
induce a frequency shift AO, and (2) which have characteristic correlation times x c 

over the range of a few tenths of ps to a few hundred ps. Pure dephasing is caused by 
dynamics of the protein matrix, which occur on the approximate time scale of 10"12-
10*10 s. However, only a subset of those dynamical motions are observed by the echo 
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experiment, namely those motions which induce a shift of the CO resonance 
frequency. Motions of the solvent have no direct effect on the phase relaxation of the 
CO oscillator, since die solvent does not cause a significant frequency shift. The 
solvent does, of course, play a role in providing a thermal bath for the heme protein 
(2-3). 

The effects of heme structure on CO stretching frequency have been studied 
in much detail. The heme structure induced CO frequency shift is in most part due to 
different electrostatic interactions in the heme pocket, which affect the extent of back 
donation from the heme d,-p„ orbitals to the antibonding n* orbitals of CO (back-
bonding). Increased back-bonding weakens the CO bond and red shifts the 
vibrational frequency. It seems likely, therefore, that pure dephasing is caused by 
fluctuations in protein structure, which induce fluctuations in die extent of back-
bonding. It is thought the most significant structural fluctuations are in large part 
those which affect the locations of the amino acid residues near the heme pocket 
shown in Fig. 1, but certainly motions of other components of die Mb-CO system 
must be involved as well. The picture that emerges is that heme acts as an antenna 
that receives and communicates protein fluctuations to the CO stretching vibration, 
and that pure dephasing of the CO vibration is sensitive to a wide sampling of 
protein structural fluctuations. 

Low Temperature Protein Dynamics Revealed by Vibrational Echoes 

Figures 7-9 show pure dephasing of the CO oscillator in heme proteins has a low 
temperature power-law phase and a higher temperature activated phase, which 
depends on solvent viscosity. The T 1 3 low temperature phase is reminiscent of the 
temperature dependence that has been observed for pure dephasing of electronic 
transitions of molecules in low temperature glasses (14), except the T 1 3 dependence 
in glasses persists only to a few degrees K , whereas in proteins it is seen at much 
higher temperatures. Several experiments, including ligand rebinding (18) and 
pressure relaxation studies (19), suggest that protein behavior is similar to glasses. 
The most successful theoretical treatment of glass dynamics has been the tunneling 
two-level system (TLS) model (20). Thus we try to understand the lower 
temperature phase in terms of a protein two-level system (PTLS) model (2,3). Other 
possible models for understanding low temperature dephasing are mentioned below. 
In the PTLS model, some molecular groups of the protein can reside in either of two 
minima of the local potential surface. Each side of the double well potential 
represents a distinct local configuration of the protein. The bulk protein sample 
contains an ensemble of these PTLS systems, characterized by a broad distribution of 
tunnel splittings and tunneling parameters. Transitions between PTLS can occur by 
tunneling through the potential barriers or at sufficiently high temperatures by 
activation over these barriers. Thus the complex potential surface of the protein is 
modeled as a collection of double well potentials. 

The low temperature pure dephasing rates can be computed using the TLS 
uncorrelated sudden-jump model (14,17). It is found the rate is a power-law function 
of temperature T°, where a is determined by the probability distribution P(E) for die 
PTLS energy difference E. In general, for P(E) a E M , a = 1 + p. Thus applying the 
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PTLS model to our data, we find the distribution of PTLS energy differences E 

The PTLS model of the Mb protein indicates it has an energy landscape on 
which the distribution of energy differences between conformations is broad and 
almost flat (2,3). Figs. 7-8 show this tunneling landscape is not controlled by the 
nature of the solvent, since T 1 3 behavior is seen in both glycerol and ethylene glycol 
solvents. Figure 9 shows the tunneling landscape is not affected by a single point 
substitution of valine for the distal histidine. The energies involved are much greater 
than those invoked to explain dynamics in low temperature glasses (14). Our echo 
results suggest there are higher barriers in Mb that play an important role at 
temperatures on the order of 100K. While the PTLS model successfully explains our 
results, it is possible that a less restrictive set of assumptions which still involve an 
energy landscape with a broad distribution of barriers might explain the data as well 
(2,3). For example, thermal activation over barriers with a broad distribution of 
barrier heights AE, where P(AE) a (AE) 0 3 , can also give a power-law temperature 
dependence. In other words, the power-law temperature dependence can be 
explained as well by a PTLS model, which postulates a distribution of tunnel 
splittings E, or an activated process model which postulates the same distribution of 
barrier heights AE. In either case, the protein potential energy surface is seen to be a 
complex landscape with a very broad spread of energy parameters. Regardless of the 
specific mechanism of low-temperature dephasing, these protein measurements are in 
stark contrast to dephasing in glasses, where the power-law temperature dependence 
is superseded by an exponential temperature dependence due to thermal phonon 
populations, at just a few degrees K . 

High Temperature Protein Dynamics Revealed by Vibrational Echoes 

In the high temperature phase, above the solvent glass transition temperature, the 
pure dephasing process appears to be exponentially activated. That change can likely 
be attributed to the softening of the boundary condition placed on protein motions by 
the solvent (2,3). When the solvent is rigid, certain conformational changes will 
have very high barriers which cannot be surmounted. In fact the only conformational 
changes likely to occur at low temperature are those which preserve the essential 
shape of the protein surface in contact with the rigid solvent. But when the solvent 
becomes fluid, new conformational changes become possible via activation over 
barriers which become lower when the range of protein motions are no longer 
restricted by a rigid solvent. The observation in Fig. 8 that the rates of the activated 
processes at 300K increase with decreasing solvent viscosity strengthen the 
interpretation that the activated processes responsible for ambient temperature pure 
dephasing involve large scale motions of the protein, which are sensitive to the 
viscosity of the surrounding solvent. One point is worth stressing concerning the 
activation barrier value of -1250 cm"1 used to fit the data in Figs. 7 and 8. This 
number is uncertain to several hundred cm"1, and since the activated temperature 
dependence is observed over a relatively narrow range of temperature, the single 
activation energy cited here might well represent a distribution of AE values with an 
average in the range of 1250 cm"1 (2,3). 
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The activated pure dephasing process seen at ambient temperature involves 
relatively large scale, viscosity dependent protein motions which have a direct effect 
on the frequency of the CO oscillator. It is a tantalizing possibility which needs 
further investigation, that these processes might be closely related to the protein 
rearrangements needed to allow CO ligands to escape from the heme pocket, or enter 
the heme pocket from the solvent (21). 

Vibrational Echo Studies of Heme Mutants 

The data obtained on H64V mutant proteins (4) indicate the global protein dynamics 
are not affected by this mutation, since the functional form of the temperature 
dependence of the pure dephasing seen in Fig. 9 is unchanged. However the strength 
of the coupling of the protein fluctuations to the CO are evidently reduced (by a 
factor of -20%) because the distal histidine, one of the closest amino acid residues, 
whose polar nature can have a substantial effect on the CO frequency (Table I), is 
removed (7). 

In the absence of the distal histidine in H64V-CO, pure dephasing still occurs 
because the dynamical interconversion between different protein conformations is 
still communicated to the CO vibrational oscillator by the other amino acid residues 
of the proteins (4). Further use of site-directed mutagenesis techniques wil l likely 
reveal the extent of coupling between these other residues and CO at the active site 
of the protein. Perhaps certain mutations will, unlike the H64V substitution, have an 
effect on the overall global dynamics of the protein. 

Summary 

Vibrational echo experiments are a new method of examining protein dynamics, and 
have already yielded intriguing insights into how protein dynamics are transmitted to 
the active site of myoglobin, at low temperatures and perhaps more significantly at 
physiologically relevant temperatures. The vibrational echo is the vibrational analog 
of the spin echo of NMR, which ushered in a new dimension in magnetic resonance 
spectroscopy. Without coherent pulse sequences, N M R would not be the powerful 
probe of structure and dynamics it is today. As the spin echo did for N M R , the 
vibrational echo is expanding the scope of IR vibrational spectroscopy. 
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Critical point hypothesis, See Liquid-

liquid critical point hypothesis 
Crossover temperature, role in relaxation 

behavior in glass-forming liquids, 104 
Current, definition, 123 

Debye-Waller factor, characterization 
using impulsive stimulated tight 
scattering, 181-197 

Degree of supercooling, role in length 
scale, 122-129 

Denaturation, cold, See Cold denaturation 
of proteins 

Denatured and partially folded state 
conformations of proteins, knowledge, 
310 

Density autocorrelation function for wave 
vector, definition, 30 

Density-density time correlation, 
definition, 123 

Density of square of frequencies, definition, 
86 

Density of states 
definition, 86 
soft modes in glass-forming liquids, 86-88 

Dephasing, mechanism, 333-334 
Dielectric relaxation dynamics, 

supercooled liquids, 7-8 
Dielectric spectroscopy, glass-forming 

liquids, 168-178 
Diffusion, supercooled liquids, 131-138 
Dilute magnetic alloys, description, 11 
Distribution of barrier heights, definition, 90 
Domain theories, approaches, 10-11 
Dynamics 
heme proteins, 324-336 
influencing factors, 15 
measurement, 199 
reasons for interest, 28 
See also Slow dynamics in supercooled 

water 

Effective nonergodicity parameter, 
definition, 187 

Effective relaxation time, coupling model, 
47-48 

Eigenmodes of dynamic matrix, 
identification with instantaneous normal 
modes, 83-84 

Electronic levels, supercooled liquids, 9 
Energy associated with thermal stress, 

definition, 88 
Energy landscape properties, soft modes 

in glass-forming liquids, 90-91 
Energy of soft vibrational modes, 

definition, 87-88 
Energy scales ratio, definition, 88 
Entangled polymer chains, physics, 53,55 
Entropic approach to relaxation behavior 

in glass-forming liquids 
Adam-Gibbs model, 96-97 
cooperative rearranging region, 97-99 
correlation length, 99-100 
crossover temperature, 104 
description, 95-96 
dynamics in basins, 100-101 
entropic forces, 101-103 
fixed points 
vs. Kauzmann temperature, 104-107 
vs. topology, 107 

relaxation time-temperature relationship, 
103-104 

Entropic forces, role in relaxation behavior 
in glass-forming liquids, 101-103 

Entropy theory, description, 28 
Ergodicity breaking process, problems, 14 
Experimental techniques, supercooled 

liquids, 5-9 
Exponent parameter, description, 36 

Factorization property, description, 35-36 
Fast dynamics in glass-forming liquids, 

prediction, 168 
Flory-Huggins theory, description, 12 
Fluctuating energy landscape models 

Anderson-Ullman model comparison, 
163-166 

angular jump rates, 162-163 
development, 157,160 
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344 SUPERCOOLED LIQUIDS 

Fluctuating energy landscape models— 
Continued 

dynamics of stochastic process, 160-162 
four-time echoes, 163 
Ornstein-Uhlenbeck process, 162 
transition rates, 163 
two-time echo, 159/, 163 

Fluidized domains, size, 137 
Folding of proteins, See Protein folding 
Fourier-transform of momentum density, 

definition, 123 
Fourier-transform of number density, 

definition, 123 
Fragile supercooled liquids, description, 

2-3,235 
Fragility, viscous-liquid-glassy-solid 

problem, 22-24,25/ 
Free energy density of frustration-limited 

domain, definition, 74 
Frequency cutoff, definition, 87 
Frequency scale, definition, 88 
Frustration-limited domain theory of 

supercooled liquids and glass 
transition 

a-relaxation functions, 75-77 
constraints, 68-69 
decoupling between translational and 

rotational diffusions, 78-79 
description, 69 
future work, 79-80 
low-temperature polymorphism in glass 

formers, 224-231 
phenomenological scaling approach, 

73-75 
physical picture, 69-70,71/ 
theoretical model, 70,72 

GaSb, polyamorphic transitions, 
218-221 

Generalized diffusion coefficient, 
definition, 58-59 

GeO z, polyamorphic transitions, 218-221 
Geometric frustration, mechanism, 69-70 
Glacial phase, description, 225 
Glass(es) 

polyamorphic transitions, 214-221 
replica approach, 110-120 

Glass-forming liquids 
entropic approach to relaxation behavior, 

95-107 
high-frequency dielectric spectroscopy, 

168-178 
low-temperature polymorphism, 224-231 
soft modes, 82-92 

Glass transition 
frustration-limited domain theory, 67-80 
mode coupling theory, 28-43 
temperature, 2 

Glassy solid, See Viscous-liquid-glassy-
solid problem 

Glassy states, study problems, 95 
Glycerol, high-frequency dielectric 

spectroscopy, 170-173 
Green-Kubo formalism, description, 84 
Growing length scales in supercooled 

liquids 
concept, 122 
molecular dynamics simulations, 123-124 
ordering types leading to transverse 

mode propagation, 127,129/ 
previous searches, 124 
time dependence of mean-square 

displacement of particles, 127,128/ 
transverse current correlation functions, 

125-127,128/ 
two-dimensional Lennard-Jones 

mixture, 124-125 

Heme protein dynamics, vibrational echo 
studies, 324-336 

Hessian matrix, description, 11 
Heterogeneity, supercooled liquids, 4-5 
High-density amorphous ices, phase 

transition, 233-245 
High-frequency dielectric spectroscopy on 

glass-forming liquids 
[Ca(NO 3) 2] 0 4[KNO 3] a 6,173-177 
[Ca(NO 3 )JJRbNOJ 0 6 , 173-177 
experimental description, 169 
experimental procedure, 169-170 
glycerol, 170-173 
previous studies, 168-169 
propylene carbonate, 176/, 177 
salol, 177-178 
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INDEX 345 

High-resolution one-dimensional NMR 
spectroscopy, cold denaturation of 
proteins, 310-321 

High-temperature dynamics, heme 
proteins, 335-336 

High wave vectors, supercooled liquids, 6-7 
Higher order time correlation functions 

from fluctuating energy landscape 
models 

comparison to reduced four-dimensional 
NMR spectroscopy, 156-157,158-159/ 

description, 157,160-166 
heterogeneous case, 155 
homogeneous case, 155 
Kohlrausch function, 154-155 
requirements, 155 

Highly supercooled water, Raman 
evidence for clathrate-like structure, 
287-307 

Homogeneity, supercooled liquids, 3-4 
Hopping process, role in glass transition, 

39,40-41/ 
Hot liquids, behavior, 15 
Hydrodynamic length 

definition, 125 
identification, 122 
temperature effect, 127,128/ 

Hydrogen exchange method, description, 
312 

Hypernetted chain approximation, 
description, 118-120 

Hysteretic relaxation, comparison to 
polyamorphic transitions, 218-221 

Ideal glasses, viscous-liquid-glassy-solid 
problem, 24 

Impulsive stimulated light scattering, 
structural relaxation of supercooled 
liquids, 181-197 

Inherent structures, description, 11 
Instantaneous normal mode(s), 

description, 91 
Instantaneous normal mode theory, 

description, 11 
Intermediate scattering function, slow 

dynamics in supercooled water, 
276-281 

Intermolecular potential, simulation 
of liquid water, 250 

Ionic glass formers, physics, 50-52 
IR spectroscopy, applications, 324 

Keatite model, description, 287 
Kohlrausch function, definition, 154—155 

Landscape models, See Fluctuating 
energy landscape models 

Length scales, supercooled liquids, 122-129 
Lennard-Jones mixture, growing length 

scales, 124-125 
Liquid(s) 

factors affecting dynamics, 15 
polyamorphic transitions, 214-221 
See also Glass-forming liquids 
See also Viscous-liquid-glassy-solid 

problem 
Liquid-liquid critical point hypothesis 
contradictions, 255-256 
description, 247-248 
evidence 

from experiments 
correction of simulation results, 

253-254 
density fluctuations, 254 
presence of impenetrable wall, 254 
reversible conversion of low-density 

to high-density amorphous solid 
water with pressure, 254-255 

structures, 254 
from simulations 
coexistence of two apparent phases 

below critical point, 252 
compressibility divergence at second-

order critical point, 251 
coordination number of four at critical 

point, 251-252 
critical slowing of characteristic time 

scale, 253 
difference in characteristic dynamics 

of phases, 253 
fluctuations on time scales, 252 
history, 250-251 
kink in isotherms, 251 
other independent simulations, 253 
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346 SUPERCOOLED LIQUIDS 

Liquid-liquid critical point hypothesis— 
Continued 

evidence—Continued 
from simulations—Continued 

unique structure of liquid near kink 
point, 251 

importance, 248 
plausibility, 248-250 

Liquid-liquid transition, supercooled 
water, 233-245 

Liquid structures, description, 15 
Liquid water, Keatite model, 287 
Local mobility, supercooled fragile 

liquids, 133-134,135/ 
Local stress role 

soft modes in glass-fonning liquids, 82-92 
temperature, 86-87 

Long-time self-diffusion coefficient, 
definition, 56-59 

Low-density amorphous ices, phase 
transition, 233-245 

Low-lying collective excitations, 
examples, 82-83 

Low-temperature dynamics, heme 
proteins, 334-335 

Low-temperature polymorphism in glass 
formers 

calorimetry, 228 
caution, 230-231 
density, 228 
development, 224-225 
experimental 
problems, 230 
procedure, 225,227 

impurities, 229 
N M R spectroscopy, 228 
previous studies, 225 
schematic phase diagram 
glass formers, 225,226/ 
water, 225,226/ 

theory, 230 
turbidity, 227-228 
X-ray pattern, 229 

Maxwell relaxation time, definition, 134 
Mean-square displacement 

calculation, 57-58 

Mean-square displacement—Continued 
slow dynamics in supercooled water, 

273,274-275/ 
Metal oxide, formation of silicate species, 

140 
Mode coupling theory 
advantages, 29 
background, 29 
comparison to multiple time scales in 

nonpolar solvation dynamics of 
supercooled liquids, 203-206 

concept of temperature-insensitive 
crossover time, 46-47 

description, 9-10,12,28,45-46,90-91, 
203-205,265-266 

development, 46 
effective relaxation time vs. 

independent relaxation time, 47-48 
equations 

approximation, 31-32 
density autocorrelation function, 30 
extended version, 32 
hopping processes, 32 
schematic model, 31 
temperature dependence, 30-31 

examples, 205-206 
function, 200 
physics, 48-63 
predictions 

critical temperature-self-diffusion 
constant relationship, 32-33,34/ 

hopping process effect, 39,40-41/ 
relaxation processes 

a relaxation, 35,38 
P relaxation, 35-38 
trivial relaxation, 33,35 

temperature-time relationship, 33,34/ 
validity, 42-43 

structural relaxation of supercooled 
liquids, 182-185 

theory, 266-268 
Molecular dynamics simulations 

growing length scales in supercooled 
liquids, 122-129 

supercooled water, 234,247 
Molecular systems, physics, 48-50 
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INDEX 347 

Molecular vibrations, supercooled liquids, 
8-9 

Multiple time scales in nonpolar solvation 
dynamics of supercooled liquids 

comparison to mode coupling theory, 
203-206 

continuum model, 207-210 
future work, 211 
phonon vs. structural dynamics, 201-203 
previous studies, 200 
transient hole burning measurements, 

200-201 
Myoglobin-CO, vibrational echo studies 

of dynamics, 324-336 

Network-forming liquids and glasses, 
polyamorphic transitions, 214-221 

N M R spectroscopy, applications, 324 
Nonergodicity parameters) 

description, 35 
structural relaxation of supercooled 

liquids using impulsive stimulated 
light scattering, 191,192/ 

Nonpolar solvation dynamics of 
supercooled liquids, multiple time 
scales, 199-211 

Nonresonant spectral hole burning 
technique, description, 155 

Normalized intermediate scattering 
function, calculation, 55-56 

Normalized time-dependent diffusion 
coefficient, colloidal suspensions, 59,6Qf 

Optical deep bleach experiment, 
description, 155 

Ornstein-Uhlenbeck process, description, 
162 

Orthoterphenyl 
polymorphism, 224-231 
potential energy landscape, 132-133, 

135/ 

Phase changes, liquids, 19,22 
Phase diagram for supercooled water and 

liquid-liquid transition 
comparison to stability limit conjecture 

method, 244-245 

Phase diagram for supercooled water and 
liquid-liquid transition—Continued 

density of state for intermolecular 
vibrational motions, 239-241 

entropy, 242-243 
experimental description, 235 
experimental procedure, 235 
hydrogen bond network distribution, 

239,241* 
hydrogen bond number distribution per 

molecule, 239,24lr 
imaginary frequency modes, 241,242f 
mean-square displacements, 241-242 
pair interaction energy distributions, 

239,24Qf 
phase diagram of metastable water, 

236, 238/ 
potential energies of structures, 244 
structure factors, 236,238-239 
temperature role 

density, 236,237/ 
potential energies, 235-236,237/ 

Phase separation in silicate melts 
applications, 151 
approximations, 147 
phase diagrams, 147,148-151 
study approaches, 140 
theory, 141-146 
validity of method, 147 

Phase transitions, viscous-liquid-glassy-
solid problem, 22-24 

Phenomenological scaling approach, 
supercooled liquids and glass transition, 
73-75 

Phenomenology, supercooled liquids, 3 
Phenyl salicylate, See Salol 
Phonons in crystal lattices, example of 

soft modes, 82-83 
Physical properties 
derivation, 84-85 
influencing factors, 215 
role of polymorphic transitions, 214-215 

Physics of coupling model 
concentrated colloidal suspensions, 55-63 
entangled polymer chains, 53,55 
equations, 48 
ionic glass formers, 50-52 
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348 SUPERCOOLED LIQUIDS 

Physics of coupling model—Continued 
molecular systems, 48-50 
temperature dependence of direct current 

conductivity at high temperatures, 
52-53, 54/ 

Polyamorphic transitions in network-
forming liquids and glasses 

description of polyamorphism, 216-218 
development, 215 
previous studies, 214-215 
vs. hysteretic relaxation in tetrahedral 

glasses, 218-221 
Polyamorphism 

definition, 216 
examples, 217-218 
existence, 216 
supercooled liquids, 5 
transition, 216 
viscous-liquid-glassy-solid problem, 22 
See also Low-temperature 

polymorphism in glass formers 
Potential energy landscape, supercooled 

fragile liquids, 132-133,135/ 
Potential energy surface, definition, 85 
Pressure, role in cold denaturation of 

proteins, 310-321 
Probability distribution of restoring force, 

definition, 85-86 
Propylene carbonate, high-frequency 

dielectric spectroscopy, 176/, 177 
Protein(s) 

cold denaturation, 310-321 
role as supercooled liquids, 5 

Protein dynamics, comparison to soft 
modes in glass-forming liquids, 92 

Protein folding 
definition, 310-311 
study problems, 311 

^-independent function, description, 35-38 
Quenching, study of potential energy and 

strong-fragile classification, 235 

Raman evidence for clathrate-like 
structure of highly supercooled water 

comparison to transport data, 306-307 
experimental description, 289-290 

Raman evidence for clathrate-like 
structure of highly supercooled water— 
Continued 

experimental methods, 288-289 
high-pressure measurements of cold 

equilibrium water, 300-306 
highly supercooled liquid water, 291-292 
hot to supercooled D 20,298-300, 301/ 
model description, 287-288 
OH-stretching spectra from supercooled 

17:1 watentetrahydrofuran solutions, 
293,294-295/ 

pure water vs. aqueous tetrahydrofuran 
solution spectra, 293,296-297 

solid 17:1 watentetrahydrofuran 
clathrate, 290-291,294/ 

splitting of 20-cm"1 peak from 
tetrahydrofuran in water, 292-293 

Random coil hydrogen exchange rate, 
definition, 319 

Reduced four-dimensional N M R 
spectroscopy 

description, 155-156 
four-time echo, 157,158-159/ 
two-time echo, 156-157 

Relaxation behavior in glass-forming 
liquids 

characteristic features, 154 
entropic approach, 95-107 

Relaxation processes, role in glass 
transition, 33, 35-38 

Relaxation strength, characterization 
using impulsive stimulated light 
scattering, 181-197 

Relaxation time 
definition, 103 
reasons for growth, 28 

Relaxation time-temperature relationship, 
relaxation behavior in glass-forming 
liquids, 103-104 

Relaxational part of acoustic modulus 
spectrum, definition, 185-186 

Replica approach to glasses 
application to real glasses, 116-120 
breaking of replica symmetry, 111-112 
energy vs. cooling rate, 115 
entropy vs. temperature, 115 
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INDEX 349 

Replica approach to glasses—Continued 
mean field results 

systems with quenched disorder, 
112-114 

systems without quenched disorder, 
114-115 

reasons for use, 110-111 
relaxation time vs. temperature, 115-116 

Response function in time domain, 
definition, 208-209 

Restructuring time, definition, 73-74 
Ribonuclease A 

cold denaturation, 312-321 
description, 312 

Rotational diffusion, decoupling, 78-79 
Rotational diffusion constants 

definition, 131-132 
function, 131 

Salol, high-frequency dielectric 
spectroscopy, 177-178 

Scaled scattered function, colloidal 
suspensions, 59-61,63 

Scaling, dynamics of liquids, 16-21 
Self-intermediate scattering function, 

definition, 56 
Shape of relaxation function, definition, 

203 
Shear viscosity 

definition, 84 
supercooled liquids, 131-138 

Si, polyamorphic transitions, 214-221 
Silicate melts, formation of multiple 

phases, 140 
Si0 2 , polyamorphic transitions, 218-221 
Size distribution function, definition, 76 
Slow dynamics in supercooled water 
dynamics in real water, 281-283,284/ 
experimental procedure, 268-269 
intermediate scattering function, 276-281 
mean-square displacement, 273,274-275/ 
non-Gaussian corrections, 273,276,277/ 
static quantities, 269-271,272/ 
van Hove space-time self-correlation 

function, 271-273, 274/ 
Slow time scales, supercooled liquids, 6-7 

Soft core potentials, simulation of liquid 
water, 250 

Soft modes in glass-forming liquids 
comparison to protein dynamics, 92 
density of states, 86-88 
energy landscape properties, 90-91 
future research, 92 
soft potential model, 85-86 
viscous properties, 89 

Soft potential model, description, 84-86 
Solids, See Viscous-liquid-glassy-solid 

problem 
Solubility, role in phase separation in 

silicate melts, 140-151 
Solvation dynamics 

definition, 199 
function, 199 
multiple time scales, 199-211 
transient hole burning measurements, 

200-201 
Space- and time-dependent local 

viscosity, definition, 133-134 
Space-dependent correlation function, 

definition, 267 
Spectral density in frequency domain, 

definition, 208-209 
Spin glasses 
behavior, 11-12 
comparison to real glasses, 12 

Stability limit conjecture 
description, 233-234 
use in water studies, 247 

Static quantities, slow dynamics in 
supercooled water, 269-271,272/ 

Statistical mechanical theory, phase 
separation in silicate melts, 140-151 

Stillinger 2 potential, simulation of liquid 
water, 250 

Stokes-Einstein-Debye hydrodynamic 
model of Brownian sphere, diffusion 
constant measurement, 131-132 

Stretched-exponential relaxation 
functions, supercooled fragile liquids, 
137 

Strong supercooled liquids, description, 3, 
235 
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350 SUPERCOOLED LIQUIDS 

Structural relaxation of supercooled 
liquids using impulsive stimulated light 
scattering 

acoustic dynamics, 191,193-197 
data for salol, 189-190 
experimental description, 182 
experimental procedure, 188-189 
future research, 197 
impulsive stimulated light scattering, 

185-188 
mode coupling theory, 182-185 
nonergodicity parameters, 191,192/ 
observation techniques, 181-182 
previous studies, 182 

Structure-dynamics relationship 
density effect, 15-16 
scaling, 16-21 

Supercooled fragile liquids 
local mobility variations, 133-134,135/ 
potential energy landscape, 132-133, 

135/ 
selective bottlenecking, 134,136,137f 
size of fluidized domains, 137 
stretched-exponential relaxation 

functions, 137 
violations of simple Stokes-Einstein-

Debye model, 132 
Supercooled liquids 
classification, 235 
cold denaturation of proteins, 310-321 
comparison to equilibrium liquids, 122 
conceptual puzzles, 131 
current issues 
characteristic temperature, 3-4 
fragile liquids, 2-3 
glass transition temperature, 3 
homogeneity vs. heterogeneity, 4-5 
phenomenology, 4 
polyamorphism, 5 
proteins, 5 
strong liquids, 3 
water, 5 

definition, 2 
diffusion, 131-138 
entropic approach to relaxation behavior, 

95-107 
experimental techniques 

Supercooled liquids—Continued 
experimental techniques—Continued 

classification of measurements, 6 
collective behavior probes 
electronic levels, 9 
molecular vibrations, 8-9 
NMR, 8 
structural relaxation dynamics 
high wave vectors, 7-8 
slow time scales, 6-7 

thermodynamic measurements, 8 
time scales, 6 

frustration-limited domain theory, 67-80 
growing length scales, 122-129 
high-frequency dielectric spectroscopy, 

168-178 
higher order time correlation functions 

from fluctuating energy landscape 
models, 154-166 

liquid-liquid critical point hypothesis, 
246-256 

low-temperature polymorphism, 224— 
231 

mode coupling theory, 28-42,265-268 
multiple time scales in nonpolar 

solvation dynamics, 199-211 
phase diagram, 233-245 
phase separation, 140-151 
phenomenology 
apparently anomalous behavior, 68 
high degree of universality, 68 
selection of features, 67 
strong temperature dependences, 67-68 

physics of coupling model, 45-63 
polyamorphic transitions, 214-221 
replica approach, 110-120 
role in nature and technology, 2 
shear viscosity, 131-138 
soft modes, 82-92 
structural relaxation using impulsive 

stimulated tight scattering, 181-197 
study problems, 95 
theoretical perspectives 

domain theories, 10-11 
Flory-Huggins theory, 12 
mode coupling theory, 9-10 
role of computer simulations, 9 
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Supercooled liquids—Continued 
theoretical perspectives—Continued 

spin glasses, 11-12 
topographic concepts, 11 

Supercooled water 
liquid-liquid transition, 233-245 
mode coupling theory, 265-268 
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